Excited states and the metal-insulator transition in monovalent systems
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We have used Gutzwiller's variational method to study the metal-insulator transition in a modified Hubbard model with low-lying excited states and one electron per site. Comparison is made with results obtained using conventional band screening arguments. Implications for many-valley semiconductors with and without central-cell effects are discussed.

Uncompensated $n$-doped semiconductors have been one of the important families of disordered systems in which the metal-insulator transition has been extensively studied. While it is now established that the transition is continuous in a large variety of disordered systems, the nature of the conductivity variation in the metallic phase and, in fact, the conductivity onset exponent $\nu[\sigma(n) - (n - n_c)]$ has been found to be rather different, varying from 0.5 to 0.7 for uncompensated doped semiconductors$^2$ to $1.0 \pm 0.1$ for amorphous metal-semiconductor alloys,$^3$ magnetic semiconductors,$^4$ as well as heavily compensated doped semiconductors.$^5$ Furthermore, though the microscopic characterization of the electronic states of the doped semiconductor system is the most complete of the systems studied (see, e.g., Ref. 1), the nature of the states near the metal-insulator transition is not clear. Weak-localization corrections far on the metallic side are evaluated$^7$ assuming the full degeneracy of the conduction-band minima in many-valley semiconductors. On the other hand, the variation of the metal-insulator transition density $n_c$ in phosphorus-doped silicon (Si:P) with uniaxial stress,$^2$ is explained only if one assumes a single-non-degenerate-band model$^8$ rather than a degenerate band of effective-mass donor states.$^9$ In fact, the agreement using a single band derived from the (stress-dependent) isolated donor ground state in Si:P, neglecting all the higher states, turns out to be embarrassingly quantitative,$^{10}$ while the result for effective mass donors has the opposite sign.$^9$ This is despite the fact that the degeneracy splitting of the 1s ground state at zero stress, due to the short-range control cell potential ($=12$ meV), is much less than the impurity bandwidth ($=45$ meV).

In this paper we address this issue by applying Gutzwiller's variational technique$^{11}$ to a modified Hubbard model$^{12}$ with one electron per site, each site having a non-degenerate (except for spin) ground state and a $j$-fold degenerate excited state. As shown by Brinkman and Rice,$^{13}$ the “half-filled band” Hubbard model (without excited states) in the Gutzwiller variational approximation yields a metal-insulator transition as the on-site repulsion $U$ is increased, from a metal at $U=0$ to an insulator with one electron per site (zero double occupancy) for $U > U_c$. Since Gutzwiller's variational technique basically keeps track of correlation effects only through the average number of double occupied sites (which is the variational parameter in the many-electron wave function), we would expect a similar metal-insulator transition in our model.

The parameters at the critical point, however, depend on the energy and degeneracy of the excited states. In addition, we find that the nature of the metallic phase can differ depending on the parameters in a way which is markedly different from what is expected using simple band theory and metallic screening arguments, as done originally by Mott$^{14}$ and elaborated by others.$^{15}$ Our results not only explain the success of Bhatt’s single band calculation,$^1$ but also suggest that one should be rather careful when extracting exponents for the conductivity onset in uncompensated, doped many-valley semiconductors, from samples not too close to $n_c$.

Our model Hamiltonian can be written as

$$H = H_0 + H_1,$$

where

$$H_0 = \sum_{\langle ij \rangle} t_{ij} a_i^\dagger a_j + \sum_{\langle ij \rangle} t_{ij} b_i^\dagger b_j + \sum_{\langle i \rangle} \varepsilon_0 b_i^\dagger b_i$$

(2)

is the noninteracting two-band Hamiltonian with creation and annihilation operators $a_i^\dagger$ and $b_i^\dagger$, spin index $\sigma = \pm \frac{1}{2}$, and a further degeneracy (e.g., valley) index $\lambda = 1$ to $f$ in the case of the excited state, which is an energy $\varepsilon_0$ above the ground state. $t_{ij}$ is the hopping matrix elements. $H_1$ is a purely on-site electron-electron interaction, which we take to be the simple form

$$H_1 = \sum_{\langle ij \rangle} U$$

(3)

for any kind of interaction, $U$ is the on-site interaction.

Several nonessential features of the doped semiconductor system have been ignored. The hopping matrix element $t$ is taken the same for both bands. Interband hopping elements are ignored. Such terms are expected to be unimportant as long as the $t$ for both bands are not widely separated. Inclusion of such terms will greatly increase the complexity of the calculation. Also neglected are the small intrasite exchange terms.

Gutzwiller's variational scheme starts with the ground-state wave functions of the noninteracting Hamiltonian $H_0$, and transforming to a site representation, projects out terms which involve double occupancy in terms of a variational parameter. We follow the approach used by...
Vollhardt.\textsuperscript{16} Considering only the nonmagnetic case, and assuming all the \( f \) upper orbitals are equivalent, we may write

\[ n_a + n_b = \frac{1}{2}, \]

(4)

where \( n_a/n_b \) are the number of \( a/b \) electrons with spin up or down. Assuming the number of doubly occupied \( a/b \) sites is \( d_a/d_b \) and the number of sites with one \( a \) and one \( b \) electron is \( g \), giving weights \( a, \beta, \) and \( \gamma \) to these three possible cases of double occupancy, we find from the dominant term condition that

\[ a^2 = \frac{ed_a}{x_a^2}, \quad b^2 = \frac{ed_b}{x_b^2}, \quad \gamma^2 = \frac{eg}{x_\alpha x_b}, \]

(5)

where

\[ q_a = \frac{x_a(\sqrt{\gamma + \sqrt{d_a}})^2 + 4f\sqrt{g}\sqrt{x_b}(\sqrt{ex_a} + f\sqrt{g})}{n_a(1-n_a)}, \]

(8a)

\[ q_b = \frac{x_b[\sqrt{\gamma + (2f-1)\sqrt{d_b}}]^2 + 4\sqrt{g}\sqrt{x_a}(\sqrt{ex_b} + \sqrt{g})}{n_b(1-n_b)}. \]

(8b)

Analytic results could only be obtained for the case \( e_0 = 0 \) when we can put \( d_a = d_b = g \) and \( n_b = f n_a \). We now minimize Eq. (7) by varying \( d_a \). For the case \( f = 1 \) we get a metal-insulator transition at

\[ U_c = -13.20 \left( 2 \sum_{k < k_a} E_k^a \right). \]

This differs from the more complete calculation of Chao and Gutzwiller\textsuperscript{17} which included interband hopping by about \( 1\% \). For \( f \to \infty \),

\[ U_c = -11.66 \left( f + 1 \sum_{k < k_a} E_k^a \right), \]

indicating the insensitivity of \( U_c \) to the value of \( f \).

Minimizing Eq. (7) with respect to \( d_a, d_b, \) and \( g \), we find three possible phases, depending on the parameters \( e_0/U \) and \( t/U \): (1) the insulating phase with \( d_a = d_b = g = n_b = 0 \) and \( n_a = \frac{1}{2} \), (2) a one-band metal \( M_1 \) with \( d_a = g = n_b = 0 \) and \( n_a = \frac{1}{2} \), but \( d_a \neq 0 \), and (3) a two-band metal \( M_2 \) where all occupation numbers are nonzero.

Figure 1 summarizes the phase diagram in the \( e_0/U - t/U \) plane for the cases (a) \( f = 1 \) and (b) \( f = 5 \) (which would be relevant to Si:P, with five valley-orbit-split excited 1s states).\textsuperscript{18} Results for \( f \to \infty \) are not very different from the latter. As can be seen, for a given \( e_0/U \), as \( t/U \) is increased (which corresponds to increasing the donor concentration in the experimental system), one has, for \( e_0/U \) not too small, a transition from an insulating phase to a one-band metallic phase, which is continuous in that the number of double occupied increases continuously from zero. It is only at a larger value of \( t/U \) that there is a (first-order) transition from one to a two-band metal in this model. The noteworthy result is that one gets a transition to a twoband metal directly, only for abnormally small values of \( e_0/U < 0.04 \). This implies that the variation of the metal-insulator transition density for most donors with even moderately small central cell effects

\[ x_a = n_a - d_a - 2f g, \]

\[ x_b = n_b / f - (2f - 1)d_b - 2g, \]

\[ e = 1 - 2n_a - 2n_b + d_a + f (2f - 1)d_b + 4fg. \]

The total energy of the system is then found to be

\[ E = 2q_a \left( \sum_{k < k_a} E_k^a \right) + 2f q_b \left( \sum_{k < k_b} E_k^b \right) + U(d_a + f(2f - 1)d_b + 4fg), \]

(7)

where \( E_k^a/b \) are the band energies for the two tight-binding bands, and the Gutzwiller parameters for the Fermi surface discontinuity are given by

\[ U_c < 0.5 \] can be described in terms of a single nondegenerate ground-state band, and explains why such a calculation neglecting the excited-state bands was so successful in Si:P. Another interesting result is the relatively small variation (less than a factor of 2) in the ratio \( t/U \) at the transition for all values of \( f \) and \( e_0/U \). The hopping integral is very sensitive to the donor separation \( (t \sim e^{-r/a}) \); consequently, the small variation in \( t/U \) would explain the near universality of the Mott number \( (n_c^{1/3}) \) observed\textsuperscript{19} (on a 10% level). This is in contrast to results obtained using simple metallic screening arguments,\textsuperscript{15} following Mott's original argument.

These results will now be compared with the results of a

![FIG. 1. Phase diagram of model Hamiltonian (1), using a Gutzwiller-type wave function. The parameter \( t \) is the overlap of the wave function of nearest neighbors, \( e_0 \) is the splitting between the two states on a site, \( U \) is the Hubbard repulsion, and \( f \) is the degeneracy of the upper level.](image)
simple band picture of the metal along with Mott's screening argument for the metal-insulator transition. We have constructed a phase diagram for a two-band model with parabolic (effective mass) bands. For a nondegenerate ground state and a 0-fold degenerate excited state separated by $\varepsilon_0$, we obtain a Thomas-Fermi screening wave vector:

$$K = 2 \left( \frac{k_F}{\pi a_B} \right)^{1/2} \left[ 1 + f \left( 1 - \frac{\delta}{k_F a_B} \right)^{1/2} \right]^{1/2} (9)$$

where $k_F$ is the Fermi wave vector in the ground-state band, $\theta$ is the Heaviside step function, $a_B$ the effective-mass Bohr radius $a_B = \hbar^2/m^*e^2$, and $\delta = \varepsilon_0$ divided by the effective-mass Rydberg $E_R = me^4/2e^2\hbar^2$ ($e$ is the host dielectric constant). The critical density at which the Thomas-Fermi potential

$$V_{TF} = -\frac{e}{gr}$$

binds an electron is given by

$$K = 1.19/a_B \tag{11}$$

The critical value of $x = k_F a_B$ is therefore obtained by substituting Eq. (11) in Eq. (9), and the number obtained from

$$n_{c}^{1/3} a_B = x \left[ 1 + f \left( 1 - \frac{\delta}{\left( x - 2 \right)} \right)^{3/2} \right]^{1/2} \tag{12}$$

The resulting phase diagram that is obtained is shown in Fig. 2 for $f = 0.1$ and $f = 5$. The vertical axis is comparable to Fig. 1, since $U \approx 0.95$ Ry for hydrogenic systems, while the correspondence to the horizontal axis in Fig. 1 is monotonic but not linear. Despite this, the phase diagram is clearly very different—the critical density is much more sensitive to the presence and degeneracy of the excited state, and starts to shift from the single band value as soon as the excited state comes within an energy of the order of the Rydberg, as one might have easily guessed. (The difference in the shift is in fact underplayed by comparing Figs. 1 and 2 directly, since in Fig. 1 the horizontal axis is exponential in the impurity separation, so even a small shift in $n_{c}^{1/3}$ would register a big change. In Fig. 2, on the other hand, the scale is linear.) In addition, unlike Fig. 1, the transition in Fig. 2 is for the most part directly from the many-band metal to the insulator. These differences in the phase diagrams serve to illustrate the crucial role of electron correlations in determining both the metal-insulator transition density, as well as the nature of the metallic phase. This role is captured in the Gutzwiller technique, which is therefore able to explain both the success of the one-band calculation in Si: P as well as the observed constancy of the Mott number.

We expect that in real many-valley doped semiconductors the insulator multiband metal transition will not be suppressed quite as much as in Fig. 1 suggests. This is in part because the (symmetric) ground-state wave function is sucked in and has therefore a larger $U$ and smaller $t$ than the excited states, and exchange terms would favor multiband occupancy also. In addition, the hybridization terms will tend to keep the bands apart; this could be particularly important if the bands cross, or have nonparallel dispersion.

A final point of relevance is the single—many-band metal boundary in Fig. 1. In the real system there is disorder, which our model lacks; consequently, we would not really expect a true phase change. However, a crossover behavior would probably persist, and if the boundary is close to the metal-insulator transition, then this would render determinations of conductivity onset exponents inaccurate. From Fig. 1, using hydrogenic overlap integrals, we would conclude that one is relatively safe from this effect if determining results from samples with $n < 2n_c$ in Si:P and Si:As. However, shifts due to effects contained in the previous paragraph would make the crossover closer, and it would therefore be prudent to use a criterion more stringent than the one given above.

---


10An unpublished analysis by R. N. Bhatt and M. A. Paalanen suggests an agreement of the full (nonlinear) variation with stress much better than that claimed in Refs. 2 and 8.


18We neglect the small splitting between the triplet and doublet excited states.


21Since the $^1H^-$ ion is bound only by 0.05 Ry, $U = 1.0 - 0.05 = 0.95$ Ry.