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The Fermi liquid

\[ \mathcal{L} = f^\dagger \left( \partial_\tau - \frac{\nabla^2}{2m} - \mu \right) f \]

+ 4 Fermi terms

- Fermi wavevector obeys the Luttinger relation \( k_F^d \sim Q \), the fermion density

\[ k_F \rightarrow \]
The Fermi liquid is perhaps the most familiar quantum many-body state of solid state physics. It is the generic state of fermions at non-zero density, and is found in all metals. Its basic characteristics can already be understood in a simple free fermion picture. Non-interacting fermions occupy the lowest energy single particle states, consistent with the exclusion principle. This leads to the fundamental concept of the Fermi surface: a surface in momentum space separating the occupied and empty single fermion states. The lowest energy excitations then consist of quasiparticle excitations which are particle-like outside the Fermi surface, and hole-like inside the Fermi surface. Landau’s Fermi liquid theory is a careful justification for the stability of this simple picture in the presence of interactions between fermions.

The purpose of this chapter is to describe two paradigms of symmetry breaking quantum transitions in Fermi liquids. In the first class, studied in Section II,
the broken symmetry is related to the point-group symmetry of the crystal, while translational symmetry is preserved; consequently the order parameter resides at zero wavevector. In the second class, studied in Section III, the order parameter is at a finite wavevector, and so translational symmetry is also broken. We will find that these transitions have distinct effects on the Fermi surface, and so lead to very different critical theories. We will study both critical theories using a simple example in each class, both motivated by the physics of the cuprate superconductors. For the first class we will consider the case of Ising nematic ordering, while in the second class we will consider the onset of spin density wave order.

Among our aims is to understand the possible breakdown of Landau’s Fermi liquid theory in Fermi gases. The most prominent example of this breakdown is in spatial dimension $d = 1$, where we generically obtain (not necessarily near any quantum phase transitions) a different quantum state known as the Tomonaga-Luttinger liquid. We will meet examples of Fermi liquid breakdown in $d \geq 2$ in the present chapter.

A comprehensive theoretical treatment of symmetry breaking transitions in a Fermi liquid was given by Hertz [1], although many important points were anticipated in earlier work [2–5]. We will review this treatment here, adapted to our field-theoretic approach. A key step in Hertz’s work is to completely integrate out the fermionic excitations near the Fermi surface, resulting in an effective action for the order parameter characterizing the symmetry breaking alone. Such an approach seems natural from the perspective of the classical phase transitions, in which we
need only pay attention to the low energy fluctuations of the order parameter. However, here we also have the low energy quasiparticles near the Fermi surface: they are not associated directly with the broken symmetry, but their existence is protected by the requirement of the presence of a Fermi surface. It seems dangerous to integrate them out, and it would be preferable to make them active participants in the critical theory. This is a subtle question which we will address carefully in the present chapter. The main conclusion will be that the Hertz’s strategy remains largely correct in $d \geq 3$, but that it fails badly in the important case of $d = 2$. This conclusion applies to both classes of symmetry breaking transitions in a Fermi liquid: with order parameters at zero and non-zero momentum.

I. FERMI LIQUID THEORY

Let us begin with a review of some basic ideas from the Fermi liquid theory of interacting fermions in $d$ dimensions. We consider spin-1/2 fermions $c_{ka}$ with momentum $k$ and spin $a = \uparrow, \downarrow$ and dispersion $\varepsilon_k$. Thus the non-interacting fermions are described by the action

\[ S_c = \int d\tau \int \frac{d^d k}{(2\pi)^d} c_{ka}^\dagger \left( \frac{\partial}{\partial \tau} + \varepsilon_k \right) c_{ka}, \]  

(1)
FIG. 1: Two views of the Fermi surface of the cuprate superconductors (hole and electron doped). The chemical potential is included in the dispersion $\varepsilon_k$, and so the Fermi surface is determined by $\varepsilon_k = 0$. The left panel has the momentum $k = (0, 0)$ (the “Γ point”) in the center of the square Brillouin zone, while the right panel has the Γ point at the left edge. The momenta with both up and down electron states occupied are shaded gray.

As an example it is useful to keep in mind the dispersion $\varepsilon_k$ appropriate for the cuprate superconductors, which is shown in Fig. 1. The fermion Green’s function under the free fermion action $S_c$ has the simple form

$$G_0(k, \omega_n) = \frac{1}{-i\omega_n + \varepsilon_k} \tag{2}$$

After analytically continuing to real frequencies, we observe that this Green’s function has a pole at energy $\varepsilon_k$ with residue 1. Thus there are quasiparticle excitations
with residue $A = 1$, much like those found in the strong or weak coupling expansions of the quantum Ising model. However, unlike those excitations, these quasiparticles can have both positive and negative energies, as $\varepsilon_k$ can have either sign; the Fermi surface is the locus of points where $\varepsilon_k$ changes sign. The positive energy quasiparticles are electron-like, while those with negative energy are hole-like i.e. they correspond to the absence of an electron. Note that the existence of negative energy quasiparticles is not an indication of the instability of the ground state. All true excitation energies are positive: the excitations are electron-like on one side of the Fermi surface, and hole-like on the other side. It is just convenient to combine the electron and hole quasiparticles within a single Green’s function, by identifying hole-like quasiparticles with negative energy electron-quasiparticles.

We now wish to examine the stability of quasiparticles to interactions between them. In keeping with the strategy followed in this book, this should be preceded by an effective action for the low energy quasiparticles. The latter is usually done by a gradient expansion, leading to an effective field theory. However, here we face a unique difficulty: there are zero energy quasiparticles along a $d - 1$ dimensional Fermi surface identified by $\varepsilon_k = 0$. It would therefore seem that we should expand about all points on the Fermi surface. This is indeed the strategy followed in textbook treatments of Fermi liquid theory: we measure momenta, $k_\perp$, from the Fermi surface, choose a cutoff so that $|k_\perp| < \Lambda$, and then perform an RG which reduces the value of $\Lambda$ [6]. This procedure is illustrated in Fig. 2. Formally, for each direction
FIG. 2: Traditional low energy limit of Fermi liquid theory. The Fermi surface has one dimensional chiral fermions on every point, moving along the direction $x_\perp$. There fermions are present for momenta $|k_\perp| < \Lambda$; i.e. in a momentum shell of width $2\Lambda$ around the Fermi surface.

\[ \hat{n}, \text{ we define the position of the Fermi surface by the wavevector } \vec{k}_F(\hat{n}), \text{ so that } \hat{n} = \vec{k}_F(\hat{n})/|\vec{k}_F(\hat{n})|. \text{ Then we identify wavevectors near the Fermi surface by} \]

\[ \vec{k} = \vec{k}_F(\hat{n}) + k_\perp \hat{n} \]

Now we should expand in small momenta $k_\perp$. For this, we define the infinite set of
fields \( \psi_{\hat{n}a}(k_\perp) \), which are labeled by the spin \( a \) and the direction \( \hat{n} \), related to the fermions \( c \) by

\[
c_{k \hat{a}} = \frac{1}{\sqrt{S_F}} \psi_{\hat{n}a}(k_\perp),
\]

where \( \vec{k} \) and \( k_\perp \) are related by (3), and \( S_F \) is the area of the Fermi surface. Inserting (4) into (1), expanding in \( k_\perp \), and Fourier transforming to real space \( x_\perp \), we obtain the low energy theory

\[
S_{FL} = \int d\Omega_{\hat{n}} \int dx_\perp \psi_{\hat{n}a}^\dagger(x_\perp) \left( \frac{\partial}{\partial T} - iv_F(\hat{n}) \frac{\partial}{\partial x_\perp} \right) \psi_{\hat{n}a}(x_\perp),
\]

where the Fermi velocity is energy gradient on the Fermi surface \( v_F(\hat{n}) = |\nabla_k \varepsilon_{\vec{k}_F}(\hat{n})| \).

For each \( \hat{n} \), (5) describes fermions moving along the single dimension \( x_\perp \) with the Fermi velocity: this is a one-dimensional chiral fermion; the ‘chiral’ refers to the fact that the fermion only moves in the positive \( x_\perp \) direction, and not the negative \( x_\perp \) direction. In other words, the low energy theory of the Fermi liquid is an infinite set of one-dimensional chiral fermions, one chiral fermion for each point on the Fermi surface.

Apart from the free Fermi term in (5), Landau’s Fermi liquid theory also allows for contact interactions between chiral fermions along different directions [6]. These
are labeled by the Landau parameters, and lead only to shifts in the quasiparticle energies which depend upon the densities of the other quasiparticles. Such shifts are important when computing the response of the Fermi liquid to external density or spin perturbations. However, the resulting fixed-point action of Fermi liquid theory does not offer a route to computing the decay of quasiparticles: the stability of the quasiparticles is implicitly assumed in the fixed point theory. Our primary purpose here is to verify the stability of the quasiparticles, so that we will be prepared for the breakdown of Fermi liquid theory at quantum critical points. So we refer the reader to the many textbook treatments of the traditional formulation of Landua’s Fermi liquid theory, and turn to an alternative analysis below.

A shortcoming of the effective action (5) is that it only includes the dispersion of the fermions transverse to the Fermi surface. Thus, if we discretize the directions \( \hat{n} \), and pick a given point on the Fermi surface, the Fermi surface is effectively flat at that point. We will shortly see that the curvature of the Fermi surface is important in understanding the decay and breakdown of quasiparticles. Thus we have to take the continuum scaling limit in a manner which keeps the curvature of the Fermi surface fixed, and does not scale it to zero. For this, as shown in Fig. 3, we focus attention on a single arc of the Fermi surface in the vicinity of any chosen point \( \vec{k}_0 \). We will show in Section I A that the results are independent of the choice of \( \vec{k}_0 \) on the Fermi surface, but we defer that issue for now. Then we will choose our cutoff \( \Lambda \) to scale towards the single point \( k_0 \) (the cutoff will be defined more carefully...
FIG. 3: Alternative low energy formulation of Fermi liquid theory. We focus on an extended patch of the Fermi surface, and expand in momenta about the point $\vec{k}_0$ on the Fermi surface. This yields a theory of $d$-dimensional fermions $\psi$ in (7), with dispersion (14). The co-ordinate $y$ represents the $d - 1$ dimensions parallel to the Fermi surface.

below), rather than scaling to all points on the Fermi surface, as we did for (5).

With $\vec{k}_0$ chosen as Fig. 3, let us now define our low energy theory and scaling limit [7]. Unlike the one-dimensional chiral fermions which appeared in (5), we
will now use a $d$ dimensional fermion $\psi_a(x,y)$. Here $x$ is the one dimensional co-ordinate orthogonal to the Fermi surface, and $\vec{y}$ represents the $(d-1)$-dimensional transverse co-ordinates. After Fourier transformations, this fermion is related to the underlying fermions $c_{k,a}$ simply by

$$\psi_a(k) = c_{\vec{k}_0 + \vec{k},a}$$ (6)

In other words, we only shift the origin of momentum space from $\vec{k} = 0$ to $\vec{k} = \vec{k}_0$. Inserting (6) in (1), and expanding the dispersion in the vicinity of $\vec{k}_0$ (contrast to the expansion away from all points on the Fermi surface in (5)), we obtain the low energy theory

$$S_0 = \int d\tau \int dx \int d^{d-1} y \; \psi_a^\dagger \left( \zeta \frac{\partial}{\partial \tau} - iv_F \frac{\partial}{\partial x} - \frac{\kappa}{2} \nabla_y^2 \right) \psi_a.$$ (7)

We have added a co-efficient $\zeta$ to the temporal gradient term for future convenience: we are interested in $\zeta = 1$, but will see later that in non-Fermi liquid states it is convenient to allow $\zeta$ to renormalize. Notice the additional second-order gradients in $y$ which were missing from (5): the co-efficient $\kappa$ is proportional to the curvature of the Fermi surface at $\vec{k}_0$. Also, as we have already noted, the fermion field in (7) is $d$-dimensional, while that in (5) in one-dimensional. One benefit of (7) is now
immediately evident: it has zero energy excitations when

\[ v_F k_x + \frac{\kappa k_y^2}{2} = 0, \]  

and so (8) defines the position of the Fermi surface, which is then part of the low energy theory including its curvature. Note that (7) now includes an extended portion of the Fermi surface; contrast that with (5), where the one-dimensional chiral fermion theory for each \( \hat{n} \) describes only a single point on the Fermi surface.

The gradient terms in (7) define a natural momentum space cutoff, and associated scaling limit. We will take such a limit at fixed \( \zeta, v_F \) and \( \kappa \). Notice that momenta in the \( x \) direction scale as the square of the momenta in the \( y \) direction, and so we can choose \( v_F^2 k_x^2 + \kappa^2 k_y^4 < \Lambda^4 \). Notice that as we reduce \( \Lambda \), we scale towards the single point \( \vec{k}_0 \) on the Fermi surface, as we required above.

It now a simple matter to apply the RG analysis to the fermion theory in (7). At fixed \( \zeta, v_F \) and \( \kappa \), the action (7) is invariant under the following rescalings of spacetime:

\[ x' = xe^{-2\ell} , \quad y' = ye^{-\ell} , \quad \tau' = \tau e^{-2\ell} \]  

Note that we have chosen the directions parallel to the Fermi surface as the ones defining the primary length scale, with \( \dim[y] = -1 \), and the transverse direction...
has dim[x] = −2. The temporal direction rescaling implies that we have the dynamic exponent \( z = 2 \) when measured relative to the \( y \) spatial directions. The RG invariance of (7) also requires the field rescaling

\[
\psi' = \psi e^{(d+1)\ell/2}.
\]  

(10)

We now have the tools needed to determine the role of fermion interactions. The simplest contact interaction has the form

\[
S_1 = u_0 \int d\tau \int dx \int d^{d-1}y \, \Psi_a^\dagger \Psi_b^\dagger \Psi_b \Psi_a.
\]  

(11)

Apply the RG rescalings in (10) we find

\[
u_0' = u_0 e^{(1-d)\ell}.
\]  

(12)

In other words, the interaction between the fermions \( u_0 \) is irrelevant in all dimension \( d > 1 \). This strongly suggests that the Fermi liquid picture of non-interacting fermions is indeed RG stable.

Let us understand the stability of Fermi liquid theory a bit better by computing corrections to the fermion Green’s function in (2). Let us write the interaction corrected Green’s function as

\[
G(k, \omega) = \frac{1}{-\zeta \omega + \varepsilon_k - \Sigma(k, \omega)}.
\]  

(13)
where now

\[ \varepsilon_k = v_F k_x + \kappa \frac{k_y^2}{2}. \]  

(14)

To first order in \( u_0 \), the fermion self energy is real (for real frequencies), and so only modifies the quasiparticle dispersion and residue, \( \mathcal{A} \), but does not destabilize the existence of the quasiparticle pole.

So let us move to second order in \( u_0 \). First, we use an RG argument. We are interested in the imaginary part of the self energy, and let us assume for now at small \( \omega \)

\[ \text{Im} \Sigma(k = 0, \omega) \sim u_0^2 \omega^p. \]  

(15)

We determine \( p \) by scaling arguments. From (13) we know that \( \text{dim}[\Sigma] = z = 2 \), and so conclude from matching dimensions in (15) that \( p = d \). However, there is a subtlety here: scaling arguments only yield the powerlaws of singular corrections, and do not say anything about analytic backgrounds that may be allowed from the structure of the theory. Here, a term with \( p = 2 \) is permitted because \( \text{Im} \Sigma \) is an even function of \( \omega \). So the proper conclusion is

\[ p = \min(d, 2). \]  

(16)

The above scaling argument is fine as it stands, but cannot substitute for the insight gained by an explicit computation. The Feynman diagram contributing to
The quasiparticle decay at order $u_0^2$ is indicated in Fig. 4. We evaluate it in two stages. First we evaluate the fermion loop of the fermions with spin label $b$; this gives us the fermion polarizability

$$\Pi(q, \omega_n) = \int \frac{d^d k}{(2\pi)^d} \int \frac{d\epsilon_n}{2\pi} G_0(k + q, \epsilon_n + \omega_n) G_0(k, \epsilon_n). \quad (17)$$

This enters the self-energy by

$$\Sigma(k, \epsilon_n) = u_0^2 \int \frac{d^d q}{(2\pi)^d} \int \frac{d\omega_n}{2\pi} \Pi(q, \omega_n) G_0(k + q, \epsilon_n + \omega_n). \quad (18)$$

We first explicitly evaluate $\Pi(q, \omega_n)$. We will only be interested in terms that are singular in $q$ and $\omega_n$, and will drop regular contributions from regions of high
momentum and frequency. In this case, it is permissible to reverse the conventional order of integrating over frequency first in (17), and to first integrate over \( k_x \). It is a simple matter to perform the integration over \( k_x \) in using the method of residues to yield

\[
\Pi(q, \omega_n) = \frac{1}{2v_F} \int \frac{d^{d-1}k_y}{(2\pi)^{d-1}} \int \frac{d\epsilon_n}{2\pi} \frac{\text{sgn}(\epsilon_n + \omega_n) - \text{sgn}(\epsilon_n)}{(\zeta \omega_n + iv_Fq_x + i\kappa q_y^2/2 + i\kappa \vec{q}_y \cdot \vec{k}_y)}
\]

\[
= \frac{|\omega_n|}{2\pi v_F} \int \frac{d^{d-1}k_y}{(2\pi)^{d-1}} \frac{1}{(\zeta \omega_n + iv_Fq_x + i\kappa q_y^2/2 + i\kappa \vec{q}_y \cdot \vec{k}_y)}. \tag{19}
\]

We now integrate along the component of \( \vec{k}_y \) parallel to the direction of \( \vec{q}_y \) to obtain

\[
\Pi(q, \omega_n) = \frac{|\omega_n|}{2\pi v_F \kappa |q_y|} \int \frac{d^{d-2}k_y}{(2\pi)^{d-2}}
\]

\[
= \frac{|\omega_n|}{2\pi v_F \kappa |q_y|} \Lambda^{d-2}. \tag{20}
\]

Note that in \( d = 2 \) the last non-universal factor is not present, and the result for \( \Pi \) is universal with \( \Lambda^{d-2} = 1 \). Note also that \( \zeta \) has dropped out of the result \( \Pi \): this will be important in our subsequent treatment of quantum critical points.
Now we insert (20) into (18). After evaluating the integral over $q_x$ we obtain

$$
\Sigma(k, \omega_n) = i \frac{u_0^2}{2\pi v_F^2 \kappa} \int \frac{d^{d-1}q_y}{(2\pi)^{d-1}} \int \frac{d\epsilon_n \ \text{sgn}(\epsilon_n + \omega_n)|\epsilon_n|}{(2\pi) |q_y|}
$$

$$= i \text{sgn}(\omega_n) \omega_n^2 \frac{u_0^2}{4\pi v_F^2 \kappa} \int \frac{d^{d-1}q_y}{(2\pi)^{d-1}} \frac{1}{|q_y|}
$$

$$= i \text{sgn}(\omega_n) \omega_n^2 \frac{u_0^2}{4\pi v_F^2 \kappa} \Lambda^{d-2}, \quad d > 2. \quad (21)
$$

Again, $\zeta$ has dropped out. This result is in perfect accord with the scaling arguments in (15) and (16).

Let us consider the important case $d = 2$. There is an infrared divergence in the $q_y$ integral in (21) at small $q_y$. This is only cutoff after we include a self-consistent damping of the quasiparticle propagators in the Feynman diagram of Fig. 4, rather than the bare propagators we have used above. After including this damping, we expect that (15) will be modified to

$$
\text{Im}\Sigma(k, \omega) \sim u_0^2 \omega^2 \log \left( \frac{\Lambda}{u_0|\omega|} \right), \quad d = 2; \quad (22)
$$

thus the scaling result is modified by a logarithm in $d = 2$. 
With \( \text{Im} \Sigma \sim u_0^2 \omega^2 \) (up to logarithms), we can now easily examine the fate of the quasiparticles from (13). From (13), we see that the quasiparticle pole is always broadened: the width of the quasiparticle peak is \( \sim u_0^2 \varepsilon_k^2 \) for a quasiparticle with energy \( \omega = \varepsilon_k \). Thus the quasiparticle width vanishes as the square of the distance from the Fermi surface. Asymptotically close to the Fermi surface, the quasiparticle width is much smaller than the quasiparticle energy: this is sufficient to regard the quasiparticle as a sharp excitation, and confirm the validity of Landau’s Fermi liquid theory.

An important and frequently used diagnostic of the stability of the quasiparticle is the discontinuity in the fermion momentum distribution function \( n(k) = \langle c_{ka}^\dagger c_{ka} \rangle \). This can be computed from the real frequency Green’s function \( G(k, \omega) \) by (here we set \( \zeta = 1 \))

\[
 n(k) = \int_{-\infty}^{0} \frac{d\omega}{(2\pi)} \text{Im} G(k, \omega). 
\]  

(23)

Assuming a pole in the Green’s function of the form

\[
 G(k, \omega) = \frac{A}{-\omega + \varepsilon_k + ic\omega^2} + \ldots 
\]  

(24)

we find a step discontinuity in the momentum distribution function at the Fermi
Our theory of the Fermi liquid state is now contained in the action $S_0 + S_1$ defined by (7) and (11). It focused on an arc of the Fermi surface, as shown in Fig. 3, and then expanded in gradients about the point $\sim k_0$ on the Fermi surface. To complete our discussion, we now wish to show that the theory is independent of the choice of $\sim k_0$.

As shown in Fig. 5, we could equally well have defined the theory about the point $\sim k_0^0$ on the Fermi surface. Consistency requires that the fermion Green's function at the point $P$ should have the same value whether it is computed using the theory at $\sim k_0$ or at $\sim k_0^0$. This section will show that this is indeed the case.

Note that such a consistency requirement is not present for the representation in terms of chiral one-dimensional fermions in Fig. 2. There, each point in the momentum space is associated only with a single one-dimensional theory. It is our use of a $d$-dimensional theory which induces our redundant description.

\[ n(k) = \mathcal{A} \theta(-\varepsilon_k) + \ldots \]
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\[ \mathcal{L} = f^\dagger \left( \partial_\tau - \frac{\nabla^2}{2m} - \mu \right) f \]
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The Fermi liquid

\[ \mathcal{L} = f^\dagger \left( \partial_\tau - \frac{\nabla^2}{2m} - \mu \right) f + 4 \text{ Fermi terms} \]

- Fermi wavevector obeys the Luttinger relation: \( k_F^d \sim Q \), the fermion density.
- Sharp particle and hole of excitations near the Fermi surface with energy \( \omega \sim |q|^z \), with dynamic exponent \( z = 1 \).
The Fermi liquid

\[ L = f^\dagger \left( \partial_\tau - \frac{\nabla^2}{2m} - \mu \right) f \]

+ 4 Fermi terms

- Fermi wavevector obeys the Luttinger relation \( k_F^d \sim Q \), the fermion density

- Sharp particle and hole of excitations near the Fermi surface with energy \( \omega \sim |q|^z \), with dynamic exponent \( z = 1 \).

- The phase space density of fermions is effectively one-dimensional, so the entropy density \( S \sim T \). It is useful to write this is as \( S \sim T^{(d-\theta)/z} \), with violation of hyperscaling exponent \( \theta = d - 1 \).
Logarithmic violation of “area law”: $S_E = \frac{1}{12} (k_F P) \ln(k_F P)$

for a circular Fermi surface with Fermi momentum $k_F$, where $P$ is the perimeter of region A with an arbitrary smooth shape.


Logarithmic violation of “area law”: $S_E = \frac{1}{12} (k_F P) \ln(k_F P)$ for a circular Fermi surface with Fermi momentum $k_F$, where $P$ is the perimeter of region A with an arbitrary smooth shape. The prefactor $1/12$ is universal: it is independent of the shape of the entangling region, and of the strength of the interactions.
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Fermi liquid

- \( k_F^d \sim Q \), the fermion density

- Sharp fermionic excitations near Fermi surface with
  \( \omega \sim |q|^z \), and \( z = 1 \).

- Entropy density \( S \sim T^{(d-\theta)/z} \)
  with violation of hyperscaling exponent \( \theta = d - 1 \).

- Entanglement entropy \( S_E \sim k_F^{d-1} P \ln P \).
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Strange Metal
no quasiparticles,
Landau-Boltzmann theory
does not apply

\[ \rho \sim \rho_0 + AT^\alpha \]

BaFe\(_2(As_{1-x}P_x)_2\)

The upper panels of Fig. 1d. The two- and four-fold oscillations, where the susceptibility tensor exist above superconducting transition in BaFe Electronic nematicity above the structural and tetragonal-to-orthorhombic structural transition at temperature. With synchrotron X-ray measurements, we identify two distinct phases for systems with tetragonal symmetry. Magnetic torque measurements provide a stringent test of nematicity, obtained from the Fourier analysis shows respectively in the thermodynamic quantity, a differential of the free energy with respect to field. The nematic transition temperature should be zero, because the Fe–Fe bond direction, illustrated with the green-shaded circle), whereas signals. The equation given in the figure for \( x \), both of which break the 90° (K). The superconducting dome extends over a doping range \( T \approx 0.7 \) (open squares), with maximum \( T < T^* \). Crosses indicate the antiferromagnetic transition at \( T = T^* \). The middle and lower panels display the two- and 1,2,4,6,7 \( 2T \) for BaFe \( 1–x \) Fe \( 2\) \( x \) \( P \) \( 2\) \( \text{BaFe}_2(\text{As}_1-x\text{P}_x)_2 \).
High temperature superconductors

$\text{YBa}_2\text{Cu}_3\text{O}_{6+x}$
Broken rotational symmetry in the pseudogap phase of a high-Tc superconductor

R. Daou, J. Chang, David LeBoeuf, Olivier Cyr-Choiniere, Francis Laliberte, Nicolas Doiron-Leyraud, B. J. Ramshaw, Ruixing Liang, D.A. Bonn, W.N. Hardy, and Louis Taillefer

Quantum criticality of Ising-nematic ordering in a metal

A metal with a Fermi surface with full square lattice symmetry
Quantum criticality of Ising-nematic ordering in a metal

Spontaneous elongation along $y$ direction:
Spontaneous elongation along $x$ direction:

Quantum criticality of Ising-nematic ordering in a metal
Ising-nematic order parameter

\[ \phi \sim \int d^2 k \left( \cos k_x - \cos k_y \right) c_{k\sigma}^\dagger c_{k\sigma} \]

Measures spontaneous breaking of square lattice point-group symmetry of underlying Hamiltonian
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Spontaneous elongation along $x$ direction:
Ising order parameter $\phi > 0$. 
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Spontaneous elongation along $y$ direction:
Ising order parameter $\phi < 0$. 
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or

$\langle \phi \rangle \neq 0$

$\langle \phi \rangle = 0$

Pomeranchuk instability as a function of coupling $r$
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Phase diagram as a function of $T$ and $r$
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Phase diagram as a function of $T$ and $r$

Classical $d=2$ Ising criticality

$T_{I-n}$

$\langle \phi \rangle \neq 0$

$\langle \phi \rangle = 0$
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Phase diagram as a function of $T$ and $r$

$T_l-n$

$\langle \phi \rangle \neq 0$

$\langle \phi \rangle = 0$

$D=2+l$

Ising criticality?
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Phase diagram as a function of $T$ and $r$
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Phase diagram as a function of $T$ and $r$

Quantum critical

Strongly-coupled “non-Fermi liquid” metal with no quasiparticles

$\langle \phi \rangle \neq 0$

$\langle \phi \rangle = 0$

Phase diagram as a function of $T$ and $r$
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Phase diagram as a function of $T$ and $r$

Strongly-coupled “non-Fermi liquid” metal with no quasiparticles
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Phase diagram as a function of $T$ and $r$

$T_I-n$

$\langle \phi \rangle \neq 0$

$\langle \phi \rangle = 0$

Strongly-coupled “non-Fermi liquid” metal with no quasiparticles
Quantum criticality of Ising-nematic ordering

Effective action for Ising order parameter

\[ S_\phi = \int d^2r d\tau \left[ (\partial_\tau \phi)^2 + c^2(\nabla \phi)^2 + (\lambda - \lambda_c)\phi^2 + u\phi^4 \right] \]
Quantum criticality of Ising-nematic ordering

Effective action for Ising order parameter

\[ S_\phi = \int d^2r d\tau \left[ (\partial_\tau \phi)^2 + c^2(\nabla \phi)^2 + (\lambda - \lambda_c)\phi^2 + u\phi^4 \right] \]

Effective action for electrons:

\[ S_c = \int d\tau \sum_{\alpha=1}^{N_f} \left[ \sum_i c^{\dagger}_{i\alpha} \partial_\tau c_{i\alpha} - \sum_{i<j} t_{ij} c^{\dagger}_{i\alpha} c_{i\alpha} \right] \]

\[ \equiv \sum_{\alpha=1}^{N_f} \sum_k \int d\tau c^{\dagger}_{k\alpha} (\partial_\tau + \varepsilon_k) c_{k\alpha} \]
Quantum criticality of Ising-nematic ordering

Coupling between Ising order and electrons

\[ S_{\phi c} = -g \int d\tau \sum_{\alpha=1}^{N_f} \sum_{k,q} \phi_q (\cos k_x - \cos k_y) c_{k+q/2,\alpha}^\dagger c_{k-q/2,\alpha} \]

for spatially dependent \( \phi \)

\[ \langle \phi \rangle > 0 \]

\[ \langle \phi \rangle < 0 \]
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\[ S_\phi = \int d^2r d\tau \left[ (\partial_\tau \phi)^2 + c^2(\nabla \phi)^2 + (\lambda - \lambda_c)\phi^2 + u\phi^4 \right] \]

\[ S_c = \sum_{\alpha=1}^{N_f} \sum_k \int d\tau c^\dagger_{k\alpha} (\partial_\tau + \varepsilon_k) c_{k\alpha} \]

\[ S_{\phi c} = -g \int d\tau \sum_{\alpha=1}^{N_f} \sum_{k,q} \phi^2 (\cos k_x - \cos k_y) c^\dagger_{k+q/2,\alpha} c_{k-q/2,\alpha} \]
Quantum criticality of Ising-nematic ordering

- \( \phi \) fluctuation at wavevector \( \vec{q} \) couples most efficiently to fermions near \( \pm \vec{k}_0 \).
Quantum criticality of Ising-nematic ordering

- \( \phi \) fluctuation at wavevector \( \vec{q} \) couples most efficiently to fermions near \( \pm \vec{k}_0 \).

- Expand fermion kinetic energy at wavevectors about \( \pm \vec{k}_0 \) and boson (\( \phi \)) kinetic energy about \( \vec{q} = 0 \).
\[ \mathcal{L}[\psi_\pm, \phi] = \psi_+^\dagger (\partial_\tau - i\partial_x - \partial_y^2) \psi_+ + \psi_-^\dagger (\partial_\tau + i\partial_x - \partial_y^2) \psi_- \]

\[ -\phi \left( \psi_+^\dagger \psi_+ + \psi_-^\dagger \psi_- \right) + \frac{1}{2g^2} (\partial_y \phi)^2 \]

Quantum criticality of Ising-nematic ordering

\[ \mathcal{L} = \psi_+^\dagger (\partial_\tau - i \partial_x - \partial_y^2) \psi_+ + \psi_-^\dagger (\partial_\tau + i \partial_x - \partial_y^2) \psi_- \]
\[ - \phi \left( \psi_+^\dagger \psi_+ + \psi_-^\dagger \psi_- \right) + \frac{1}{2g^2} (\partial_y \phi)^2 \]

One loop \(\phi\) self-energy with \(N_f\) fermion flavors:

\[ \Sigma_\phi(\vec{q}, \omega) = N_f \int \frac{d^2k}{4\pi^2} \frac{d\Omega}{2\pi} \frac{1}{[-i(\Omega + \omega) + k_x + q_x + (k_y + q_y)^2] [-i\Omega - k_x + k_y^2]} \]
\[ = \frac{N_f}{4\pi} \frac{|\omega|}{|q_y|} \]

Landau-damping
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\[ \mathcal{L} = \psi_+^\dagger \left( \partial_\tau - i \partial_x - \partial_y^2 \right) \psi_+ + \psi_-^\dagger \left( \partial_\tau + i \partial_x - \partial_y^2 \right) \psi_- \\
- \phi \left( \psi_+^\dagger \psi_+ + \psi_-^\dagger \psi_- \right) + \frac{1}{2g^2} (\partial_y \phi)^2 \]

Electron self-energy at order $1/N_f$:

\[ \Sigma(\vec{k}, \Omega) = -\frac{1}{N_f} \int \frac{d^2q}{4\pi^2} \frac{d\omega}{2\pi} \frac{1}{\left[ -i(\omega + \Omega) + k_x + q_x + (k_y + q_y)^2 \right]} \left[ \frac{q_y^2}{g^2} + \frac{|\omega|}{|q_y|} \right] \]

\[ = -i \frac{2}{\sqrt{3}N_f} \left( \frac{g^2}{4\pi} \right)^{2/3} \text{sgn}(\Omega)|\Omega|^{2/3} \]
\[ \Sigma(k, \omega_n) = \lambda^2 \int \frac{d^d q}{(2\pi)^d} \int \frac{d\epsilon_n}{2\pi} \frac{1}{q_y^2 + \gamma|\epsilon_n|/|q_y|} G_0(k + q, \epsilon_n + \omega_n) \] (45)

This can be evaluated by the same methods used for (18). Integrating over \( q_x \) we find the analog of (21)

\[
\Sigma(k, \omega_n) = i \frac{\lambda^2}{v_F} \int \frac{d^{d-1} q_y}{(2\pi)^{d-1}} \int \frac{d\epsilon_n \text{sgn}(\epsilon_n + \omega_n)|q_y|}{2\pi |q_y|^3 + \gamma|\epsilon_n|} \]

\[ = i \frac{\lambda^2}{\pi v_F \gamma \text{sgn}(\omega_n)} \int \frac{d^{d-1} q_y}{(2\pi)^{d-1}} |q_y| \ln \left( \frac{|q_y|^3 + \gamma|\omega_n|}{|q_y|^3} \right). \] (46)

Evaluation of the \( q_y \) integral yields a result which agrees with (42) and (43) in \( d = 2 \), and with the expected logarithmic corrections in \( d = 3 \). In the physically important case of \( d = 2 \), the \( q_y \) integral evaluates to

\[
\Sigma(k, \omega_n) = \frac{\lambda^2}{\pi v_F \gamma^{1/3} \sqrt{3}} \text{sgn}(\omega_n)|\omega_n|^{2/3}, \quad d = 2, \] (47)

in agreement with (43).
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\[ \mathcal{L} = \psi_+^\dagger (\partial_\tau - i \partial_x - \partial_y^2) \psi_+ + \psi_-^\dagger (\partial_\tau + i \partial_x - \partial_y^2) \psi_- \]

\[ - \phi \left( \psi_+^\dagger \psi_+ + \psi_-^\dagger \psi_- \right) + \frac{1}{2g^2} (\partial_y \phi)^2 \]

Electron self-energy at order $1/N_f$:

\[ \Sigma(\vec{k}, \Omega) = -\frac{1}{N_f} \int \frac{d^2 q}{4\pi^2} \frac{d\omega}{2\pi} \frac{1}{\left[ -i(\omega + \Omega) + k_x + q_x + (k_y + q_y)^2 \right] \left[ \frac{q_y^2}{g^2} + \frac{|\omega|}{|q_y|} \right]} \]

\[ = -i \frac{2}{\sqrt{3}N_f} \left( \frac{g^2}{4\pi} \right)^{2/3} \text{sgn}(\Omega) |\Omega|^{2/3} \sim |\Omega|^{d/3} \text{ in dimension } d. \]
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\[ \mathcal{L} = \psi_+^\dagger (\partial_\tau - i\partial_x - \partial_y^2) \psi_+ + \psi_-^\dagger (\partial_\tau + i\partial_x - \partial_y^2) \psi_- \\
- \phi \left( \psi_+^\dagger \psi_+ + \psi_-^\dagger \psi_- \right) + \frac{1}{2g^2} (\partial_y \phi)^2 \]

Schematic form of \( \phi \) and fermion Green’s functions in \( d \) dimensions

\[ D(\vec{q}, \omega) = \frac{1/N_f}{q_-^2 + \frac{|\omega|}{|q_-|}} \quad , \quad G_f(\vec{q}, \omega) = \frac{1}{q_x + q_-^2 - i\text{sgn}(\omega)|\omega|^{d/3}/N_f} \]

In the boson case, \( q_-^2 \sim \omega^{1/z_b} \) with \( z_b = 3/2 \).

In the fermion case, \( q_x \sim q_-^2 \sim \omega^{1/z_f} \) with \( z_f = 3/d \).

Note \( z_f < z_b \) for \( d > 2 \) \( \Rightarrow \) Fermions have higher energy than bosons, and perturbation theory in \( g \) is OK.

Strongly-coupled theory in \( d = 2 \).
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\[ \mathcal{L} = \psi_+^\dagger \left( \partial_\tau - i\partial_x - \partial_y^2 \right) \psi_+ + \psi_-^\dagger \left( \partial_\tau + i\partial_x - \partial_y^2 \right) \psi_- - \phi \left( \psi_+^\dagger \psi_+ + \psi_-^\dagger \psi_- \right) + \frac{1}{2g^2} (\partial_y \phi)^2 \]

Schematic form of \(\phi\) and fermion Green’s functions in \(d = 2\)

\[
D(\vec{q}, \omega) = \frac{1/N_f}{q_y^2 + |\omega|/|q_y|}, \quad G_f(\vec{q}, \omega) = \frac{1}{q_x + q_y^2 - i\text{sgn}(\omega)|\omega|^{2/3}/N_f}
\]

In both cases \(q_x \sim q_y^2 \sim \omega^{1/z}\), with \(z = 3/2\). Note that the bare term \(\sim \omega\) in \(G_f^{-1}\) is irrelevant.

Strongly-coupled theory without quasiparticles.
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\[ \mathcal{L} = \psi_+^\dagger (\partial_\tau - i \partial_x - \partial_y^2) \psi_+ + \psi_-^\dagger (\partial_\tau + i \partial_x - \partial_y^2) \psi_- - \phi \left( \psi_+^\dagger \psi_+ + \psi_-^\dagger \psi_- \right) + \frac{1}{2g^2} (\partial_y \phi)^2 \]

Simple scaling argument for \( z = 3/2 \).
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\[ \mathcal{L} = \psi_+^\dagger (\mathbf{\partial} - i\partial_x - \partial_y^2) \psi_+ + \psi_-^\dagger (\mathbf{\partial} + i\partial_x - \partial_y^2) \psi_-
\]

\[ - \phi (\psi_+^\dagger \psi_+ + \psi_-^\dagger \psi_-) + \frac{1}{2g^2} (\partial_y \phi)^2 \]

Simple scaling argument for \( z = 3/2 \).
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\[ L = \psi_+^\dagger (\partial_x - i\partial_x - \partial_y^2) \psi_+ + \psi_-^\dagger (\partial_x + i\partial_x - \partial_y^2) \psi_- \]

\[ - \phi \left( \psi_+^\dagger \psi_+ + \psi_-^\dagger \psi_- \right) + \frac{1}{2g^2} (\partial_y \phi)^2 \]

Simple scaling argument for \( z = 3/2 \).

Under the rescaling \( x \to x/s, \ y \to y/s^{1/2}, \) and \( \tau \to \tau/s^z, \) we find invariance provided

\[ \phi \to \phi s \]

\[ \psi \to \psi s^{(2z+1)/4} \]

\[ g \to g s^{(3-2z)/4} \]

So the action is invariant provided \( z = 3/2 \).
Fermi liquid

- \( k_F^d \sim Q \), the fermion density

- Sharp fermionic excitations near Fermi surface with \( \omega \sim |q|^z \), and \( z = 1 \).

- Entropy density \( S \sim T^{(d-\theta)/z} \)
  with violation of hyperscaling exponent \( \theta = d - 1 \).

- Entanglement entropy \( S_E \sim k_F^{d-1} P \ln P \).
• $k_F^d \sim Q$, the fermion density

• Sharp fermionic excitations near Fermi surface with $\omega \sim |q|^z$, and $z = 1$.

• Entropy density $S \sim T^{(d-\theta)/z}$ with violation of hyperscaling exponent $\theta = d - 1$.

• Entanglement entropy $S_E \sim k_F^{d-1} P \ln P$. 

**FL**
Fermi liquid

**NFL**
Nematic QCP

• Fermi surface with $k_F^d \sim Q$. 

---

**NFL**
Nematic QCP

**FL**
Fermi liquid

<table>
<thead>
<tr>
<th>$k_F$</th>
<th>$k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n(k)$</td>
<td></td>
</tr>
</tbody>
</table>

Wednesday, January 15, 14
- $k_F^d \sim Q$, the fermion density

- Sharp fermionic excitations near Fermi surface with $\omega \sim |q|^z$, and $z = 1$.

- Entropy density $S \sim T^{(d-\theta)/z}$ with violation of hyperscaling exponent $\theta = d - 1$.

- Entanglement entropy $S_E \sim k_F^{d-1} P \ln P$.

• $k_F^d \sim Q$, the fermion density

• Sharp fermionic excitations near Fermi surface with $\omega \sim |q|^z$, and $z = 1$.

• Entropy density $S \sim T^{(d-\theta)/z}$ with violation of hyperscaling exponent $\theta = d - 1$.

• Entanglement entropy $S_E \sim k_F^{d-1} P \ln P$.

• Fermi surface with $k_F^d \sim Q$.

• Diffuse fermionic excitations with $z = 3/2$ to three loops.

• $S \sim T^{(d-\theta)/z}$ with $\theta = d - 1$. 
**FL Fermi liquid**

- $k_F^d \sim Q$, the fermion density
- Sharp fermionic excitations near Fermi surface with $\omega \sim |q|^z$, and $z = 1$.
- Entropy density $S \sim T^{(d-\theta)/z}$ with violation of hyperscaling exponent $\theta = d - 1$.
- Entanglement entropy $S_E \sim k_F^{d-1} P \ln P$.

**NFL Nematic QCP**

- Fermi surface with $k_F^d \sim Q$.
- Diffuse fermionic excitations with $z = 3/2$ to three loops.
- $S \sim T^{(d-\theta)/z}$ with $\theta = d - 1$.
- $S_E \sim k_F^{d-1} P \ln P$.
Logarithmic violation of “area law”: $S_E = C_E k_F P \ln(k_F P)$

for a circular Fermi surface with Fermi momentum $k_F$, where $P$ is the perimeter of region A with an arbitrary smooth shape. The prefactor $C_E$ is expected to be universal but $\neq 1/12$: independent of the shape of the entangling region, and dependent only on IR features of the theory.

Logarithmic violation of “area law”: \[ S_E = C_E k_F P \ln(k_F P) \]

for a circular Fermi surface with Fermi momentum \( k_F \), where \( P \) is the perimeter of region A with an arbitrary smooth shape.

The prefactor \( C_E \) is expected to be universal but \( \neq 1/12 \): independent of the shape of the entangling region, and dependent only on IR features of the theory.

Logarithmic violation of “area law”: $S_E = C_E k_F P \ln(k_F P)$

for a circular Fermi surface with Fermi momentum $k_F$, where $P$ is the perimeter of region A with an arbitrary smooth shape.

The prefactor $C_E$ is expected to be universal but $\neq 1/12$: independent of the shape of the entangling region, and dependent only on IR features of the theory.

<table>
<thead>
<tr>
<th>FL Fermi liquid</th>
<th>NFL Nematic QCP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_F^d \sim Q$, the fermion density</td>
<td>Fermi surface with $k_F^d \sim Q$.</td>
</tr>
<tr>
<td>Sharp fermionic excitations near Fermi surface with $\omega \sim</td>
<td>q</td>
</tr>
<tr>
<td>Entropy density $S \sim T^{(d-\theta)/z}$ with violation of hyperscaling exponent $\theta = d - 1$.</td>
<td>$S \sim T^{(d-\theta)/z}$ with $\theta = d - 1$.</td>
</tr>
<tr>
<td>Entanglement entropy $S_E \sim k_F^{d-1} P \ln P$.</td>
<td>$S_E \sim k_F^{d-1} P \ln P$.</td>
</tr>
</tbody>
</table>