Quantum Optimization of Maximum Independent Set using Rydberg Atom Arrays
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Realizing quantum speedup for practically relevant, computationally hard problems is a central challenge in quantum information science. Using Rydberg atom arrays with up to 289 qubits in two spatial dimensions, we experimentally investigate quantum algorithms for solving the Maximum Independent Set problem. We use a hardware-efficient encoding associated with Rydberg blockade, realize closed-loop optimization to test several variational algorithms, and subsequently apply them to systematically explore a class of graphs with programmable connectivity. We find the problem hardness is controlled by the solution degeneracy and number of local minima, and experimentally benchmark the quantum algorithm’s performance against classical simulated annealing. On the hardest graphs, we observe a superlinear quantum speedup in finding exact solutions in the deep circuit regime and analyze its origins.

Combinatorial optimization is ubiquitous in many areas of science and technology. Many such problems have been shown to be computationally hard and form the basis for understanding complexity classes in modern computer science [1]. The use of quantum machines to accelerate solving such problems has been theoretically explored for over two decades using a variety of quantum algorithms [2–4]. Typically, a relevant cost function is encoded in a quantum Hamiltonian [5], and its low-energy state is sought starting from a generic initial state either through an adiabatic evolution [2] or a variational approach [3], via closed optimization loops [6, 7]. The computational performance of such algorithms has been investigated theoretically [4, 8–13] and experimentally [14–16] in small quantum systems with shallow quantum circuits, or in systems lacking the many-body coherence believed to be central for quantum advantage [17, 18]. However, these studies offer only limited insights into algorithms’ performances in the most interesting regime involving large system sizes and high circuit depths [19, 20].

Here we address this challenge using a quantum device based on coherent, programmable arrays of neutral atoms trapped in optical tweezers to investigate quantum optimization algorithms for systems ranging from 39 to 289 qubits, and effective depths sufficient for the quantum correlations to spread across the entire graph. Specifically, we focus on Maximum Independent Set (MIS), a paradigmatic NP-hard optimization problem [21]. It involves finding the largest independent set of a graph—a subset of vertices such that no edges connect any pair in the set. An important class of such MIS problems involves unit disk graphs, which are defined by vertices on a two-dimensional plane with edges connecting all pairs of vertices within a unit distance of one another (Fig. 1A,B). Such instances arise naturally in problems associated with geometric constraints that are important for many practical applications, such as modeling wireless communication networks [22, 23]. While there exist polynomial-time classical algorithms to find approximate solutions to the MIS problem on such graphs [24], solving the problem exactly is known to be NP-hard in the worst case [23, 25].

Maximum Independent Set on Rydberg Atom Arrays. Our approach utilizes a two-dimensional atom array described previously in [26]. Excitation from a ground state \(|0\rangle\) into a Rydberg state \(|1\rangle\) is utilized for hardware-efficient encoding of the unit disk MIS problem [27]. For a particular graph, we create a geometric configuration of atoms using optical tweezers such
that each atom represents a vertex. The edges are drawn according to the unit disk criterion for a unit distance given by the Rydberg blockade radius $R_0$ (Fig. 1C), the distance within which excitation of more than one atom to the Rydberg state is prohibited due to strong interactions [28]. The Rydberg blockade mechanism thus restricts the evolution primarily to the subspace spanned by the states that obey the independent set constraint of the problem graph. Quantum algorithms for optimization are implemented via global atomic excitation using homogeneous laser pulses with a time-varying Rabi frequency (and a time-varying phase) $\Omega(t)e^{i\phi(t)}$ and long-range Rydberg interactions $V_{ij}$. The system undergoes coherent quantum many-body evolution under a programmable laser drive $\{\Omega(t), \phi(t), \Delta(t)\}$ and long-range Rydberg interactions $V_{ij}$. A site-resolved projective measurement reads out the final quantum many-body state, with atoms excited to the Rydberg state (red circles) corresponding to vertices forming an independent set. A classical optimizer uses the results to update the parameters of the quantum evolution $\{\Omega(t), \phi(t), \Delta(t)\}$ to maximize a figure of merit for finding the MIS.

**Closed-loop Variational Optimization.** In the experiment we deterministically prepare graphs with vertices occupying 80% of an underlying square lattice, with the blockade extending across nearest and next-nearest (diagonal) neighbors (Fig. 1C). This allows us to explore a class of nonplanar graphs, for which finding the exact solution of MIS is NP-hard for worst-case instances [25]. To prepare quantum states with a large overlap with the MIS solution space, we employ a family of variational quantum optimization algorithms using a quantum-classical optimization loop. We place atoms at positions defined by the vertices of the chosen graph, initialize them in state $|0\rangle$, and implement a coherent quantum evolution corresponding to the specific choice of variational parameters (Fig. 1D). Subsequently, we sample the wavefunction with a projective measurement and determine the size of the output independent set by counting the number of qubits in $|1\rangle$, utilizing classical post-processing to remove blockade violations and reduce detection errors [25] (Fig. 1E). This procedure is repeated multiple times to estimate the mean independent set size $\langle \sum_i n_i \rangle$ of the sampled wavefunction, the approximation ratio $R \equiv \langle \sum_i n_i \rangle/|\text{MIS}|$, and the probability $P_{\text{MIS}}$ of observing an MIS (where $|\text{MIS}|$ denotes the size of the maximum independent set of the graph). The classical optimizer tries to maximize $\langle \sum_i n_i \rangle$ by updating the variational parameters in a closed-loop hybrid quantum-classical optimization protocol [25] (Fig. 1D).

We test two algorithm classes, defined by different parametrizations of the quantum driver and the cost function in Eq. (1). The first approach consists of resonant ($\Delta = 0$) laser pulses of varying durations $\tau_i$ and phases $\phi_i$ (Fig. 2A). This algorithm closely resembles...
Effective depth further does not appear to lead to better performance. As discussed in [25], we attribute these performance limitations to the difficulty of finding the approximation ratio grows as a function of the number of pulses up to $p = 4$, and increasing the depth further does not appear to lead to better performance (Fig. 2B). As discussed in [25], we attribute these performance limitations to the difficulty of finding the optimal QAOA parameters for large depths within a limited number of queries to the experiment, leakage out of the independent set subspace during resonant excitation due to imperfect blockade associated with the finite interaction energy between next-nearest neighbors, as well as laser pulse imperfections.

The second approach is a variational quantum adiabatic algorithm (VQAA) [2, 30], related to methods previously used to prepare quantum many-body ground states [26, 31, 32]. In this approach, we sweep the detuning $\Delta$ from an initial negative detuning $\Delta_0$ to a final large positive value $\Delta_f$ at constant Rabi frequency $\Omega$, along a piecewise-linear schedule characterized by a total number of segments $f$, the duration $\tau_i$ of each, and the end detuning $\Delta_i$ of each segment. Moreover, we turn on the coupling $\Omega$ in duration $\tau_{\Omega}$ and smoothen the detuning sweep using a low-pass filter with a characteristic filter time $\tau_\Delta$ (Fig. 2C), both of which minimize nonadiabatic excitations and serve as additional variational parameters.

FIG. 2. Testing variational quantum algorithms. A. Implementation of the quantum approximate optimization algorithm (QAOA), consisting of sequential layers of resonant pulses with variable duration $\tau_i$ and laser phase $\phi_i$. B. Variational optimization of QAOA parameters results in a decrease in approximation error $1 - R$, up to depth $p = 4$ (inset: example performance of quantum-classical closed-loop optimization at $p = 5$). Approximation error calculated using the top 50 percentiles of independent set sizes $(1 - R_{0.5})$ is used as the figure of merit during optimization [25]. C. Quantum evolution can also be parametrized as a variational quantum adiabatic algorithm (VQAA) using a quasi-adiabatic pulse with a piecewise-linear sweep of detuning $\Delta(t)$ at constant Rabi coupling $\Omega(t)$. $\Omega(t)$ is turned on and off within $\tau_{\Omega}$, and a low-pass filter with timescale $\tau_\Delta$ is used to smoothen the $\Delta(t)$ sweep. D. Performance of a rescaled piecewise-linear sweep as a function of its effective depth $\bar{p} = (\tau_1 + \ldots + \tau_f)/\tau_{\Omega}$. Variational optimization of a three-segment (orange) piecewise-linear pulse improves on the performance of a simple one-segment linear (blue) pulse as well as the best results from QAOA (inset: detuning sweep profiles for one-segment (blue) and three-segment (orange) optimized pulses for a total pulse duration of 2.0 $\mu$s). Error bars for approximation ratio $R$ are the standard error of the mean here and throughout the text, and are smaller than the points.
Quantum Optimization on Different Graphs. The experimentally optimized quasi-adiabatic sweep (depicted in Fig. 2D) was applied to 115 randomly generated graphs of various sizes \((N = 80–289\) vertices). For graphs of the same size \((N = 180)\), the approximation error \(1 - R\) decreases and the probability of finding an MIS solution \(P_{\text{MIS}}\) increases with the effective circuit depth at early times, with the former showing a power-law relation (Fig. 3A). We find a strong correlation between the performance of the quantum algorithm on a given graph and its total number of MIS solutions, which we refer to as the MIS degeneracy \(D_{\text{MIS}}\). This quantity is calculated classically using a novel tensor network algorithm [25, 35] and varies by nine orders of magnitude across different 180-vertex graphs. We observe a clear logarithmic relation between \(D_{\text{MIS}}\) and the approximation error \(1 - R\), accompanied by a nearly three-orders-of-magnitude variation of \(P_{\text{MIS}}\) at a fixed depth \(\tilde{p} = 20\) (Fig. 3B). Note that \(P_{\text{MIS}}\) does not scale linearly with the MIS degeneracy, as would be the case for a naive algorithm that samples solutions at random. Figure 3C shows the striking collapse of \(1 - R\) as a function of the logarithm of the MIS degeneracy normalized by the graph size, \(\rho \equiv \log(D_{\text{MIS}})/N\). This quantity, a measure of MIS degeneracy density, determines the hardness in ap-
proximating solutions for the quantum algorithm at shallow depths.

These observations can be modeled as resulting from a Kibble-Zurek-type mechanism where the quantum algorithm locally solves the graph in domains whose sizes are determined by the evolution time and speed at which quantum information propagates [36, 37]. In [25], we show that the scaling of the approximation error with depth can originate from the conflicts between local solutions at the boundaries of these independent domains. In graphs with a large degeneracy density $\rho$, there may exist many MIS configurations that are compatible with the local ordering in these domains. This provides a possible mechanism to reduce domain walls at their boundaries (Fig. S14) and decrease the approximation error. Such a scenario would predict a linear relation between $1 - R$ and $\rho$ at a fixed depth, which is consistent with our observations (Figs. 3C, S15).

**Benchmarking Against Simulated Annealing.** To benchmark the results of the quantum optimization against a classical algorithm, we use simulated annealing (SA), a general-purpose algorithm widely used in solving combinatorial optimization problems [38]. SA seeks to minimize the energy of a cost Hamiltonian by thermally cooling a system of classical spins while maintaining thermal equilibrium. Our highly optimized variant of SA stochastically updates local clusters of spins using the Metropolis-Hastings [39] update rule, rejecting energetically unfavorable updates with a probability dependent on the energy cost and the instantaneous temperature [25]. We use collective updates under the MIS Hamiltonian cost function (Eq. S15), which applies an optimized uniform interaction energy to each edge, penalizing states that violate the independent set criterion [25]. The annealing depth $p_{\text{SA}}$ is defined as the average number of attempted updates per spin.

We compare the quantum algorithm and SA on two metrics: the approximation error $1 - R$, and the probability of sampling an exact solution $P_{\text{MIS}}$, which determines the inverse of time-to-solution. As shown in Figure 4A, for relatively shallow depths and moderately hard graphs, optimized SA results in approximation errors similar to those observed on the quantum device. In particular, we find that the hardness in approximating the solution for short SA depths is also controlled by degeneracy density $\rho$ (Fig. S18A,B). However, some graph instances appear to be considerably harder for SA compared to the quantum algorithm at higher depths (see e.g. gold and purple curves in Fig. 4A).

Detailed analysis of the SA dynamics for graphs with low degeneracy densities $\rho$ reveals that for some instances, the approximation ratio displays a plateau at $R = (|\text{MIS}| - 1)/|\text{MIS}|$, corresponding to independent sets with one less vertex than the MIS (Fig. 4A, gold and purple solid lines). Graphs displaying this behaviour have a large number of local minima with independent set size $|\text{MIS}| - 1$, in which SA can be trapped up to large depths. By analyzing the dynamics of SA at low temperatures as a random walk among $|\text{MIS}| - 1$ and $|\text{MIS}|$ configurations (Fig. 4D), we show in [25] that the ability of SA to find a global optimum is limited by the ratio of the number of suboptimal independent sets of size $|\text{MIS}| - 1$ to the number of ways to reach global minima, resulting in a “hardness parameter” $\mathcal{H} = D_{\text{MIS}} - 1/(|\text{MIS}|D_{\text{MIS}})$ (Fig. 4E). This parameter determines the mixing time for the Markov chain describing the SA dynamics at low temperatures, and it appears to increase exponentially with the system size for the hardest graphs (Fig. S11). This suggests that a large number of local minima causes SA to take an exponentially long time to find the exact MIS for the hardest cases as $N$ grows.

**Quantum speedup on the hardest graphs.** We now turn to study the algorithms’ ability to find exact solutions on the hardest graphs (with up to $N = 80$), chosen from graphs in the top two percentile of the hardness parameter $\mathcal{H}P$ (Fig. S11). We find that for some of these graphs (e.g. gold curves in Fig. 4A-C), the quantum algorithm quickly approaches the correct solutions, reducing the average Hamming distance (number of spin flips normalized by $N$) to the closest MIS and increasing $P_{\text{MIS}}$, while SA remains trapped in local minima at a large Hamming distance from any MIS. For other instances (e.g. purple curves in Fig. 4A-C) both the quantum algorithm and SA struggle to find the correct solution. Moreover, in contrast to our earlier observations suggesting variational parameter concentration for generic graphs, we find that for these hard instances, the quantum algorithm needs to be optimized for each graph individually by scanning the slow-down point of the detuning sweep $\Delta(t)$ to maximize $P_{\text{MIS}}$ (Fig. 5A,B, and S9 [25]).

Figure 4E shows the resulting highest $P_{\text{MIS}}$ reached within a depth of 32 for each hard graph instance as a function of the classical hardness parameter $\mathcal{H}P$. For simulated annealing, we find the scaling $P_{\text{MIS}} = 1 - \exp(-C\mathcal{H}P^{-0.90(15)})$, where $C$ is a positive fitted constant, which is in good agreement with theoretical expectations [25]. While for many instances the quantum algorithm outperforms SA, there are significant instance-by-instance variations, and on average, we observe a similar scaling $P_{\text{MIS}} = 1 - \exp(-C\mathcal{H}P^{-0.03(4)})$ (dashed red line).

To understand these observations, we carried out detailed analyses of both classical and quantum algorithms’ performance for hard graph instances. Specifically, in [25] we show that for a broad class of SA algorithms with
Both single-vertex and correlated updates, the scaling is at best $P_{\text{MIS}} = 1 - \exp(-C \mathcal{H} P^{-1})$ (where $C$ generally could have polynomial dependence on the system size), indicating that the observed scaling of our version of SA is close to optimal. To gain insight into the origin of the quantum scaling, we numerically compute the minimum energy gap $\delta_{\text{min}}$ during the adiabatic evolution using density-matrix renormalization group (Fig. 5A, [25]). Figure 5C shows that the performance of the quantum algorithm is mostly well-described by quasi-adiabatic evolution with transition probability out of the ground state governed by the minimum energy gap, according to the Landau-Zener formula $P_{\text{MIS}} = 1 - \exp(-A\delta_{\text{min}}^{\eta})$ for a constant $A$, and $\eta = 1.2(2)[40]$. This observation suggests that our quantum algorithm achieves near-maximum efficiency, consistent with the smallest possible value of $\eta = 1$ obtained for optimized adiabatic following [41].

By focusing only on instances with large enough spectral gaps such that the evolution time $T$ obeys the “speed limit” determined by the uncertainty principle ($\delta_{\text{min}} > 1/T$) associated with Landau-Zener scaling.
FIG. 5. Understanding hardness for the quantum algorithm. A. Energy gap between the ground (black) and first-excited (blue) states, calculated using DMRG for a graph of 65 atoms. B. To maximize \( P_{\text{MIS}} \) for hard graphs, the frequency at which the detuning sweep is slowed down is varied (see Fig. S9). The largest \( P_{\text{MIS}} \) corresponds to a slow-down frequency close to the location of the minimum gap. C. Measured \( P_{\text{MIS}} \) for a fixed effective depth \( \tilde{\gamma} = 32 \) as a function of the calculated minimum gap \( \delta_{\text{min}} \). For many instances the relation is well-described by the Landau-Zener prediction for quasi-adiabatic ground state preparation. The shaded region corresponds to when the gap is too small (\( \delta_{\text{min}} < 1/T \)) to be properly resolved relative to the quantum evolution time, and points in this region are excluded from the fit both here and in the solid crimson line in Fig. 4E. D. Scaling of \( -\log(1 - P_{\text{MIS}}) \) observed in the experiment versus in simulated annealing under the classical Rydberg cost function, Eq. (S14), for best \( P_{\text{MIS}} \) reached within a depth of 32. These results are consistent with a nearly quadratic speedup for a subset of graphs where \( \delta_{\text{min}} > 1/T \).

[40], we find an improved quantum algorithm scaling \( P_{\text{MIS}} = 1 - \exp(-C \mathcal{H}P^{-0.63(13)}) \) (Fig. 4E solid red line). Since \( 1/(-\log(1 - P_{\text{MIS}})) \approx 1/P_{\text{MIS}} \) is proportional to the runtime sufficient to find a solution by repeating the experiment, the smaller exponent observed in the scaling for quantum algorithm (\( \sim \mathcal{H}P^{1.03(4)} \) for SA and \( \sim \mathcal{H}P^{0.63(13)} \) for the quantum algorithm) suggests a superlinear (nearly quadratic) speedup in the runtime to find an MIS, for graphs where the deep-circuit-regime (\( T > 1/\delta_{\text{min}} \)) is reached. We emphasize that achieving this speedup requires an effective depth large enough to probe the lowest-energy many-body states of the system; in contrast, no speedup is observed for graph instances where this depth condition is not fulfilled.

Discussion and Outlook. Several mechanisms for quantum speedup in combinatorial optimization problems have been previously proposed. Grover-type algorithms are known to have a quadratic speedup in comparison to brute-force classical search over all possible solutions [42, 43]. A quadratic quantum speedup has also been suggested for quantized SA based on discrete quantum walks [44, 45]. However, these methods utilize specifically constructed circuits, and are not directly applicable to the algorithms implemented here. In addition, the following mechanisms can contribute to the speedup observed in our system. The quantum algorithm’s performance in the observed regime appears to be mostly governed by the minimum energy gap \( \delta_{\text{min}} \) (Fig. 5C). We show in [25] that under certain conditions, one can achieve coherent quantum enhancement for minimum gap resulting in a quadratic speedup via \( \delta_{\text{min}} \sim \mathcal{H}P^{-1/2} \). In practice, however, we find that the minimum energy gap does not always correlate with the classical hardness parameter \( \mathcal{H}P \), as is evident in the spread of the quantum data in Fig. 4E (see also Fig. S21). Some insights into these effects can be gained by a more direct comparison of the quantum algorithm with SA using the same cost function corresponding to the Rydberg Hamiltonian [25] (Fig. 5D). While the observed power law scaling supports the possibility of a nearly quadratic speedup for instances in the deep circuit regime (\( \delta_{\text{min}} > 1/T \)), it is an open question if such a speedup can be extended, with a guarantee, on all instances. Finally, it is possible that \( \delta_{\text{min}} \) alone does not fully determine the quantum performance, as suggested by the data points that deviate from the Landau-Zener prediction in Fig. 5C, where enhancement through diabatic effects could be possible [34, 46].

While the scaling speedup observed here suggests a possibility of quantum advantage in runtime, to achieve practical runtime speedups over specialized state-of-the-art heuristic algorithms (e.g. [47]), qubit coherence, system size, and the classical optimizer loop need to be improved. The useful depth accessible via quantum evolution is limited by Rydberg state lifetime and intermediate-state laser scattering, which can be suppressed by increasing the control laser intensity and intermediate-state detuning. Advanced error mitigation
techniques such as STIRAP [48] as well as error correction methods should also be explored to enable large-scale implementations. The classical optimization loop can be improved by speeding up the experimental cycle time, and by using more advanced classical optimizers. Larger atom arrays can be realized using improvements in vacuum-limited trap lifetimes and sorting fidelity.

Our results demonstrate the potential of quantum systems for the discovery of new algorithms and highlight a number of new scientific directions. It would be interesting to investigate if instances with large Hamming distance between the local and global optima of independent set sizes $|\text{MIS}| - 1$ and $|\text{MIS}|$ can be related to the overlap gap property of the solution space, which is associated with classical optimization hardness [49]. In particular, our method can be applied to the optimization of “planted graphs,” designed to maximize the Hamming distance between optimal and suboptimal solutions, which can provably limit the performance of local classical algorithms [50]. Our approach can also be extended to beyond unit disk graphs by using ancillary atoms, hyperfine qubit encoding, and a reconfigurable architecture based on coherent transport of entangled atoms [51]. Furthermore, local qubit addressing during the evolution can be used to both extend the range of optimization parameters and the types of optimization problems [5]. Further analysis could elucidate the origins of classical and quantum hardness, for example, by using graph neural network approaches [52]. Finally, similar approaches can be used to explore realizations of other classes of quantum algorithm (see e.g., [53]), enabling a broader range of potential applications.
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1. NP-COMPLETENESS OF ENCODED GRAPHS

Here we show that the (decision version) MIS problem is NP-complete on the ensemble of graphs encoded on our Rydberg programmable quantum simulator, consisting of vertices placed on a square lattice and with edges between nearest and next-nearest (diagonal) neighbours. The diagonal connections are crucial, since, otherwise, the MIS problem on the resulting bipartite graphs is known to be not NP-complete [23].

To show that the MIS problem on the encoded graphs is NP-complete, we employ a variant of the argument used in Ref. [23]. The idea is to reduce the MIS problem on planar graphs with maximum degree 3, which is proven to be NP-complete [55], to the ensemble of graphs we are considering here. The reduction involves transforming a planar graph \( G \) with maximum degree 3 to a graph \( G' \) in our target ensemble in a way such that \( G \) has an independent set of size \( M \geq k \) if and only if \( G' \) has an independent set of size \( M' \geq k' \). This proves NP-completeness by establishing that MIS on our ensemble of graphs is as hard as MIS on planar graphs with maximum degree 3.

The details of the graph reduction argument are as follows: any planar graph \( G = (V,E) \) with maximum degree 3 can be embedded on a square grid with spacing \( g \) using \( O(|V|^2) \) area, such that its vertices are located at integer coordinates on the grid and its edges are drawn as line segments on this square grid with no edge crossings [56]. We then replace each edge \( \{u,v\} \in E \) by a path consisting of an even number of \( 2k_{u,v} \) ancillary vertices. To do this, we choose a finer grid, with length \( a = g/12 \). The \( 2k_{u,v} \) ancillary vertices replacing the edge \( \{u,v\} \) are placed on lattice points of this finer grid and all vertices are connected by an edge if they are neighbors or next-nearest (diagonal) neighbors. More specifically, the ancillary vertices are placed in such a way that they form a one-dimensional chain between \( u \) and \( v \), where each ancillary vertex has exactly two neighbors. In addition, vertices of the graph \( G' \) may be displaced by one lattice unit in order to preserve their degrees. This can always be achieved with the proper choice of \( k_{u,v} \) (see Fig. S1). It is then straightforward to verify that \( G \) has an independent set of size \( M \geq k \) if and only if \( G' \) has an independent set of size \( M' \geq k' \).

2. EXPERIMENTAL PLATFORM

2.1. Hardware-efficient encoding of the MIS problem

Our experiments are performed on the 2D Rydberg programmable quantum simulator described previously in [26]. Laser-cooled neutral \(^{87}\)Rb atoms are loaded into 2D arrays of optical tweezers with programmable, defect-free patterns. A two-photon excitation (420 and 1013 nm) couples the 5S_{1/2} electronic ground state of each atom \( |0 \rangle \) to a highly excited 70S_{1/2} Rydberg state \( |1 \rangle \) (lifetime \( \tau_r = 150 \mu s \)) via the off-resonant 6P_{3/2} intermediate state (lifetime \( \tau_e = 0.11 \mu s \)).

The quantum evolution of our system is determined by the time variation of the global two-photon Rabi frequency (with time-varying phase) \( \Omega(t)e^{i\phi(t)} \) and detuning \( \Delta(t) \) of the atoms, along with fixed long-range interactions \( V_{ij} \) between pairs of atoms in the Rydberg state \( |1 \rangle \). The laser excitation parameters \( \Omega(t), \phi(t), \) and \( \Delta(t) \) are controlled with acousto-optical modulators driven by an arbitrary waveform generator that sets the amplitude, phase, and frequency of the 420 nm light. The corresponding values for the 1013 nm light are kept constant during the quantum evolution.
<table>
<thead>
<tr>
<th></th>
<th>Standard beams</th>
<th>Smaller beams</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_{420}/2\pi$</td>
<td>135 MHz</td>
<td>305 MHz</td>
</tr>
<tr>
<td>$\Omega_{1013}/2\pi$</td>
<td>60 MHz</td>
<td>105 MHz</td>
</tr>
<tr>
<td>$\Delta_e/2\pi$</td>
<td>1.0 GHz</td>
<td>4.0 GHz</td>
</tr>
<tr>
<td>$\Omega/2\pi$</td>
<td>4.0 MHz</td>
<td>4.0 MHz</td>
</tr>
<tr>
<td>$T_e$</td>
<td>$\sim 20 \mu s$</td>
<td>$\sim 70 \mu s$</td>
</tr>
</tbody>
</table>

TABLE I. Laser parameters for Rydberg excitation. Two-photon coupling with Rabi frequencies $\Omega_1$, $\Omega_2$ and intermediate state detuning $\Delta_e$ result in a two-photon Rabi frequency $\Omega$ and intermediate state scattering timescale $T_e$. Smaller beams were used for the smaller hard graphs to explore the effect of increasing the intermediate state scattering timescale. $T_e$ is estimated by assuming that scattering comes primarily from the 420 nm light acting on state $|0\rangle$.

For each randomly generated graph instance, atoms are deterministically positioned by optical tweezers at target locations corresponding to the graph vertices. The Rydberg blockade mechanism permits only one Rydberg excitation within a blockade radius given by $R_b = (C_6/\hbar \Omega)^{1/6}$, where $C_6/\hbar = 862,690$ MHz(µm)$^5$ for the $70S_{1/2}$ Rydberg state and the two-photon Rabi frequency $\Omega/2\pi = 4.0$ MHz in the experiment. Choosing a lattice constant of $a = 4.5$ µm for the underlying square lattice gives $R_b/a = 1.7$, resulting in Rydberg blockade extending to next-nearest (diagonal) neighbors and thus realizing the required connectivity of the target graphs. The relevant interaction energies between blockaded nearest and next-nearest neighbor atoms are $V_{NN}/h = 107$ MHz and $V_{NNN}/h = 13$ MHz, respectively. This strongly interacting quantum many-body system is used to encode unit-disk graphs corresponding to 80% filling of a square lattice with next-nearest (diagonal) neighbor connectivity (Fig. 1).

2.2. Sources of decoherence

The experimental parameters for two-photon laser excitation to the Rydberg state are summarized in Table I. Standard beams were used for graphs shown in Figs. 1–3 of the main text, while smaller beams with higher peak intensities were used for the smaller hard graphs in Figs. 4–5 in order to increase the decoherence timescale $T_e$ due to off-resonant intermediate state scattering while maintaining the same two-photon Rabi frequency $\Omega$.

Despite $T_e$ for the smaller beams being more than three times longer than for the larger beams, we did not see a significant increase in the performance of the quantum algorithm when switching from larger to smaller beams. Other contributions to decoherence in the system include finite Rydberg lifetime (150 µs theoretically for $70S_{1/2}$, 80 µs experimentally measured), finite atomic temperature (20 µK), and laser noise. The lower experimentally measured Rydberg lifetime may be due to Purcell enhancement of blackbody-induced decay by the glass cell [57].

2.3. Data post-processing

Single-site projective readout of the final many-body state of the system after quantum evolution is done using fluorescence imaging. Atoms in $|0\rangle$ are detected via fluorescence, while atoms in $|1\rangle$ are detected by the absence of fluorescence (and are hence not distinguishable from atom loss). Fig. S2A shows an example histogram of the number of detected $|1\rangle$ atoms per image. A portion of the distribution lies above the MIS limit (maximum number of excitations allowed by the independent set (IS) constraint enforced by Rydberg blockade), which we attribute to a combination of detection errors, blockade violations due to finite interaction energy, quantum fluctuations, and potentially other mechanisms such as Rydberg antiblockade.

**Vertex reduction** We post-process all experimental data to remove Rydberg blockade violations and reduce the results to valid independent set (IS) solutions (see Sec. 8 for post-processing on simulated annealing). The procedure starts by counting the number of blockade violations for each vertex. The vertex with the most number of violations is removed (flipped from $|1\rangle$ to $|0\rangle$), and ties are broken at random. This process of counting blockade violations and removing the worst vertex is repeated until no blockade violations remain. Fig. S2B shows the resulting histogram of valid IS solutions, where the maximum number of possible excitations now corresponds to the MIS. In Fig. S2D, we
show a scatter plot of reduced IS size vs. the initial number of Rydberg excitations, demonstrating the magnitude of vertex reduction in post-processing.

**Vertex addition** Often, the resulting state after removing blockade violations is not a maximal independent set, i.e., at least one vertex can still be added to the IS without violating Rydberg blockade. This can also be due to some combination of detection errors, nonadiabatic state preparation, and quantum fluctuations. In such cases, we can employ a constant overhead greedy algorithm to make the independent set maximal (until no more vertices can be added without violating blockade). An example of the results of such an algorithm is shown in Fig. S2C, where the distribution has been shifted towards the MIS. The greedy algorithm for making a given IS maximal involves going through the graph vertex-by-vertex in a random order and flipping any vertex from $|0\rangle$ to $|1\rangle$ if it does not create blockade violations. This is done for ten random orderings in total, and at the end, the solution with the largest resulting independent set is used. Figure S2E shows a scatter plot of the final IS size with vertex addition vs. the IS size before vertex addition, illustrating the magnitude of this post-processing. Apart from being a fixed-depth algorithm, vertex addition is also limited to local operations, which are insufficient to change the global graph ordering and cannot transform suboptimal solutions for the hardest graphs into an MIS. Consequently, in order to obtain good statistics on the scaling of the MIS probability $P_{\text{MIS}}$ in the presence of experimental imperfections, vertex addition was used for the data in Figs. 3–5. It was not used for the data from Fig. 2, in order for the classical optimizer to run exclusively on the performance of quantum many-body evolution, without any additional effects of classical post-processing.

**Perfect rearrangement** We can post-select on the perfect initialization of a given graph, the probability of which scales as $\sim 0.99^N$, where $N$ is the number of vertices in the graph. This was done for the smaller hard graphs (Fig. 4, 5) but not for the larger graphs (Fig. 2, 3), since the low post-selection probability for the latter would significantly

---

**FIG. S2. Post-processing of experimental data.**

A. Histogram of number of Rydberg excitations in readout for a 179-atom graph (red line shows the MIS).

B. Histogram after post-processing to remove Rydberg blockade violations. The approximation ratio is $R = \langle \sum n_i \rangle / |\text{MIS}|$, and $R_{0.5}$ is the approximation ratio when averaging over the top half of the distribution to exclude long tails. $P_{\text{MIS}}$ is the MIS probability.

C. Histogram after post-processing to locally add vertices to make the output independent sets maximal.

D. Independent set size after vertex reduction vs. number of Rydberg excitations before post-processing. Horizontal distance of each point to the black dashed line indicates the magnitude of the reduction. Blue dashed lines indicate the exact MIS.

E. Independent set size after vertex addition vs. before vertex addition, with the vertical distance of each point to the black dashed line indicating the magnitude of the addition.
increase the number of experimental repetitions required.

**Limiting the number of vertex reductions** As reflected in the histogram of the raw number of Rydberg excitations $|1\rangle$ without post-processing (Fig. S2A), sometimes, a projective readout image contains a large number of blockade violations that must be removed. The reason for these large numbers of blockade violations is not yet clear, and can be potentially related to blackbody-induced Rydberg antiblockade observed in other experiments. In order to prevent the classical post-processing from solving too much of the MIS problem via vertex removal compared to the contribution from actual quantum evolution, we exclude results where the number of blockade violations exceeds 10% of the graph size. As with post-selection on perfect rearrangement above, this post-selection on number of blockade violations was done for the smaller hard graphs (Fig. 4, 5) but not for the larger graphs (Fig. 2, 3).

**Figures of merit for MIS** After post-processing of experimental data, the results are analyzed using several possible figures of merit for the MIS problem. The first is the approximation ratio $R = \langle \sum n_i \rangle / |\text{MIS}|$ (or the approximation error $1 - R$), defined as the mean IS size divided by the size of the MIS. For certain cases, where we are interested in the top 50% of IS sizes, the mean is taken over the top 50th percentile of IS sizes; this is denoted as $R_{0.5}$. Two other figures of merit used for the experiment are the probability of finding an MIS solution $P_{\text{MIS}}$, and the normalized Hamming distance HD (number of discrete spin flips divided by system size) from a given solution to the closest MIS solution.

**Effect of post-processing** The effect of both vertex reduction and vertex addition in post-processing on experimental figures of merit is shown in Fig. S3. The effect of vertex addition on top of vertex reduction is a constant-factor improvement in both $1 - R$ (Fig. S3C) and $P_{\text{MIS}}$ (Fig. S3D), with little effect on the time-scaling. The fraction of the graph subject to this post-processing is small (Fig. S3E), and does not change significantly with pulse duration.

The effect of post-selecting on data with perfect rearrangement and on a maximum number of vertex reductions is shown in Fig. S4. For both $1 - R$ and $P_{\text{MIS}}$, post-selection on a maximum number of vertex reductions has little effect at early times, while post-selection on perfect rearrangement gives a slight improvement.

### 3. CLOSED LOOP QUANTUM-CLASSICAL OPTIMIZATION

#### 3.1. Interface with experiment

Closed-loop quantum-classical optimization is done by using a classical optimizer to find the best time-varying laser pulses characterized by $\Omega(t)$, $\phi(t)$, and $\Delta(t)$ that optimize the performance of the quantum machine. These laser pulses are parametrized by a small number variational parameters which implement the QAOA (Sec. 4) or VQAA (Sec. 5) algorithms. With a given set of variational parameters, the quantum machine is run with a target graph, and the final state is projectively read out. This is repeated (typically 50 times in our experiment) with the same variational parameters to gather sufficient statistics on the relevant figure of merit for the performance of the quantum platform. A classical optimizer takes the figure of merit output from the quantum machine and produces updated variational parameters to search for the parametrization that optimizes quantum performance. These parameters are then converted to values of $\Omega(t)$, $\phi(t)$, and $\Delta(t)$, and are fed back into the arbitrary waveform generator that controls the laser excitation for running the quantum machine to evaluate the figure of merit with the new control parameters.

#### 3.2. Classical optimizers

In this work, we used the classical optimizers from the QuEra Stochastic Optimizers (QuESO) package provided by QuEra Computing for the close-loop optimization. QuESO includes a number of optimizer routines, including both gradient and non-gradient based algorithms.

Since the total number of measurement shots one can take on a realistic time scale is limited, we balance the projection noise in estimating observables with the total number of optimization iterations within our allocated time budget. In the experiment, we tried non-gradient based algorithms such as the covariance matrix adaptation evolution strategy (CMA-ES) algorithm [58] and Nelder–Mead method [59] and gradient-based algorithms such as simultaneous
perturbation stochastic approximation (SPSA) [60], Adam [61], AdaGrad [62], and AdaBound [63]. Comparing different optimizers, we found that local gradient-based optimization algorithms perform better, due to the limited number of measurements and complex optimization landscape when the number of variational parameters becomes large (e.g. \( \sim 10 \) variational parameters).

In our experiment, we find empirically that Adam and its variant AdaBound work the best on our device. Adam and AdaBound use momentum to accelerate the training, where the momentum in gradient-based optimization theory corresponds to accumulating gradient in previous steps with a proper damping factor. These optimizers are quite reliable even if the gradients are noisy, partly because the noise in different steps can compensate each other. AdaBound is an improvement on top of Adam that can prevent an extremely bad data point from ruining the training, so we eventually used AdaBound for the close-loop optimization data appearing in this work.

For the estimation of the gradients (in Adam, AdaGrad, and AdaBound), we implemented two methods. First, the finite-difference (FD) method, which measures the gradient with respect to each variational parameter by measuring two neighbouring points for each parameter, requiring \( 2p \) queries to the quantum machine. The second method is based on simultaneous perturbations (SP) [60], which uses only two neighboring points in the \( p \)-dimensional space spanned by variational parameters to estimate the gradient at each iteration, independent of the number of variational parameters. The FD method is more accurate but requires many more measurements to estimate each gradient. We empirically find that the SP gradient estimator works better, given typical optimization runs of \( \sim 100,000 \) measurements (15 hours of continuous operation).
4. QUANTUM APPROXIMATE OPTIMIZATION ALGORITHM (QAOA)

4.1. Experimental parameterization

The standard quantum approximate optimization algorithm (QAOA) is parametrized in terms of $p$ layers of time evolution under non-commuting Hamiltonians $H_B$ and $H_C$:

$$|\psi\rangle = e^{-iH_B\beta_p}e^{-iH_C\gamma_p}\cdots e^{-iH_B\beta_2}e^{-iH_C\gamma_2}e^{-iH_B\beta_1}e^{-iH_C\gamma_1}|\psi_0\rangle.$$ (S1)

Typically, a combinatorial optimization problem is encoded in the cost function Hamiltonian $H_C$. The system starts in $|\psi_0\rangle = |\psi_B\rangle$, an eigenstate of another non-commuting mixing Hamiltonian $H_B$, and the goal is to find good approximate solutions of the combinatorial optimization problem by minimizing the cost function $\langle \psi|H_C|\psi\rangle$ using the $2p$ variational parameters $(\gamma_1, \gamma_2, \ldots, \gamma_p)$ and $(\beta_1, \beta_2, \ldots, \beta_p)$.

In the case of MIS encoded on Rydberg atom arrays, our QAOA protocol is slightly different. The Hamiltonians
The mixing term $H_B$ includes Rydberg interactions $V_{ij}$, which are always on during quantum evolution, meaning that in the ideal blockade approximation, $H_B$ only couples states in the independent set subspace. Instead of starting from an eigenstate of $H_B$, we start from the initial state $|\psi_0\rangle = |00...0\rangle$, which is the ground state of the Hamiltonian $H_C$ for initial $\Delta < 0$. In the independent set subspace, $H_C$ is the same as $H_{\text{cost}}$ from Eq. 1 in the main text, which for $\Delta > 0$ has a ground state corresponding to the MIS of the underlying unit disk graph.

Evolution under $H_B$ is implemented as a variable duration laser drive with constant Rabi frequency $\Omega$ and detuning $\Delta = 0$, in the presence of Rydberg interactions $V_{ij}$. Evolution under $H_C$ constitutes a global $Z$ rotation on excited atoms, and is implemented as a phase jump in the laser drive between resonant pulses. The variational parameters for the optimization are thus the evolution times $(\tau_1, ..., \tau_p)$ under the mixing term $H_B$ along with laser phases $(\phi_2, ..., \phi_p)$ for each time step, which correspond to the global $Z$ rotations $e^{-iH_C\gamma_i}$ (the initial phase $\phi_1$ is set to zero since $e^{-iH_C\gamma_1}$ has no effect).

4.2. Variational optimization results

The QAOA for depth $p = 1$ is simply a single pulse of variable duration $\tau_1$, with $\phi_1 = 0$. Depth $p = 2$ consists of three variational parameters $\tau_1$, $\tau_2$, and $\phi_2$, which were optimized by a brute-force direct search (Fig. S5A). The classical optimizer produces comparable results with fewer queries from the quantum machine (Fig. S5B). For QAOA depths $p = 3, 4$, and $5$, the classical optimizer was used to optimize the variational parameters. Figure S6 shows the improvement in $1 - R_{0.5}$ at each depth. The initial QAOA parameters at each depth $p$ consisted of the optimal parameters from depth $p - 1$, plus a $p$-th pulse with a randomly chosen initial duration $\tau_p = 30 - 70$ ns, and the corresponding phase consisting of randomness selecting either an increase or decrease to the previous phase with a randomly chosen magnitude. Pulse durations for each layer are constrained to 250 ns, corresponding to an effective depth of $\tilde{p} = 2$.

4.3. Performance limitations

Our attempts to implement the QAOA resulted in a saturation of system performance beyond $p = 4$ at a value that fell far below what was achieved with the piecewise linear, quasi-adiabatic parameterization of quantum evolution (see Section 5). Although, in principle, in the limit of infinite depth $p$, the QAOA is able to reproduce adiabatic evolution, there are various practical reasons that limit the performance of the QAOA in our experiments. One reason is that at higher depth $p$, the number of parameters in the QAOA grows, and it becomes progressively more difficult to optimize
them due to our limited experimental measurement budget for obtaining precise estimates of the objective function and particularly its gradient. In contrast, it is easier to optimize the quasi-adiabatic algorithm at longer evolution times (effective depths $\tilde{\rho}$), where it can be described with fewer parameters compared to QAOA.

Furthermore, the QAOA is implemented on our platform as a series of resonant laser pulses. Due to the modest next-nearest (diagonal) neighbor interaction $V_{\text{NNN}}/2\pi = 13$ MHz relative to the two-photon Rabi frequency $\Omega/2\pi = 4.0$ MHz, the resonant pulses introduce blockade violations and leakage out of the independent set subspace that cannot be compensated for in subsequent layers, thus limiting the overall performance of QAOA. In Figure S7, we compare the performance of QAOA with and without blockade violations using numerical simulations on a small $N = 24$ vertex graph. Here, the outputs with blockade violations are reduced to an independent set using vertex reduction post-processing. We see that the performance is worsened when including a finite interaction energy on the next-nearest neighbours, hence allowing blockade violations, as compared to the ideal case.

Finally, we note that pulse imperfections can arise since the laser pulses for QAOA are implemented using an acousto-optic modulator (AOM). Changing the phase in the drive tone of an AOM results in a discontinuity in the wavefront of the optical beam, hence reducing its intensity on the atoms for a brief period ($\sim 10$ ns). This cross-talk between phase and intensity can lead to imperfect implementation of our pulses.

**VARIATIONAL QUANTUM ADIABATIC ALGORITHM (VQAA)**

**5.1. Experimental parametrization**

The variational quantum adiabatic algorithm (VQAA) aims to find the best quasi-adiabatic path that interpolates between an initial Hamiltonian with a trivial ground state and a final Hamiltonian whose ground state is the solution to the problem of interest. In our implementation, VQAA corresponds to optimizing a time-varying detuning profile $\Delta(t)$ from negative to positive values at a constant Rabi coupling $\Omega$ (Fig. 2b). The detuning profile $\Delta(t)$ is parametrized as a piecewise linear function, with $\Delta_0$ being the initial detuning and the full profile $\Delta(t)$ determined by the durations $(\tau_1, \ldots, \tau_f)$ and end detunings $(\Delta_1, \ldots, \Delta_f)$ of each of the $f$ linear segments. The coupling $\Omega$ is first linearly ramped on at constant $\Delta_0$ in time $\tau_\Omega$, and is also turned off at the end of the sweep in time $\tau_\Omega$ while holding the detuning constant at $\Delta_f$. An additional global parameter low-pass filters $\Delta(t)$ with time constant $\tau_\Delta$, which along with $\tau_\Omega$ suppresses excitations from sharp changes of the Hamiltonian. The overall $2f+3$ variational parameters for the quantum adiabatic algorithm are thus $(\tau_1, \ldots, \tau_f)$, $(\Delta_1, \ldots, \Delta_f)$, and $(\Delta_0, \tau_\Delta, \tau_\Omega)$.
5.2. Variational optimization results

The results of variational optimization of piecewise linear quasi-adiabatic detuning sweeps are shown in Fig. S8A for \( f = 3 \) segments. In this optimization run, the optimizer starts from initial parameters corresponding to a purely linear sweep (Fig. S8B), and finds an optimized sweep that is shown in Fig. S8C. For time-scaling experiments, the pulse shape was optimized for a sweep duration \( T = \tau_1 + \tau_2 + \ldots + \tau_f = 1.25 \mu s \) (\( \bar{p} = 10 \)), and subsequently rescaled for different sweep durations while keeping pulse turn-on/off time \( \tau_\Omega \) constant. Increasing the number of segments for the piecewise linear detuning sweep (Fig. S8C dashed line) resulted in similar shapes for the sweep as well as comparable performance to the three-segment sweep.

5.3. Additional manual optimization

On most graphs, the same, three-segment piecewise linear detuning sweep yielded nearly-optimal experiment performance. For most graphs, the three-segment piecewise linear detuning sweep (Fig. S8C) yielded nearly optimal performance in reducing the approximation error \( 1 - R_{0.5} \). However for the hardest graphs studied (Fig. 4 and 5), additional manual optimization resulted in a further increase in the MIS probability \( P_{\text{MIS}} \). The optimization procedure consisted of parameterizing the detuning sweep as a cubic spline function that initially resembles the form of the classical optimizer output (Fig. S9). Subsequently, the detuning corresponding to the minimum slope is scanned to maximize \( P_{\text{MIS}} \) (Fig. 5B). In the Landau-Zener picture of quantum many-body ground state preparation, the detuning that maximizes \( P_{\text{MIS}} \) should correspond to the location of the minimum energy gap in the many-body spectrum (Fig. 5A, [41]). Note that on several graphs, the optimum detuning for the minimum slope was outside the range of the original detuning sweep from the classical optimizer output. Therefore, the final detuning of the sweep was extended (compared to the previously optimized pulse) to higher values to allow proper parametrization of the cubic spline interpolation.
FIG. S9. Manual optimization of the quasi-adiabatic detuning sweep. This family of cubic spline pulses ($\hat{\rho} = 16$) are used for additional manual optimization. These pulses share an identical starting/ending detunings and minimum slope, but differ in the frequency where their inflection point occurs. The inflection point is manually scanned from $\Delta / 2\pi = 3.5$ MHz to $11.0$ MHz in $0.5$ MHz steps, and the resulting pulses are shown.

FIG. S10. Tensor networks for characterizing graphs. Mapping A. a graph to B a tensor network. $\sigma_{a-e}$ denote tensor indices, while $W(x)$ and $B$ are tensors defined in Eq. (S4).

6. CHARACTERIZING GRAPHS USING TENSOR NETWORK ALGORITHMS

In the main text, quantum and classical performance were analyzed in terms of the MIS degeneracy $D_{\text{MIS}}$ as well as the degeneracy $D_{\text{MIS-1}}$ of independent sets of size $|\text{MIS}| - 1$. To obtain these properties for all the randomly generated graphs in this work, we use a generalized tensor network method. Here, we include a short description of the algorithms; more details can be found in Ref. [35].

Tensor networks with real elements have been used in enumerating solutions of some combinatorial problems such as 3-coloring and satisfiability problems [64]. If the tensor elements are extended beyond just real and complex numbers, the same tensor network contraction algorithm can be adapted to find various properties of graphs, including the size of the MIS, the number of MIS solutions (MIS degeneracy), the total number of independent sets, and the independence polynomial. The algorithm can also be used to calculate the exact configurations of all MIS solutions as well as all independent sets of size $|\text{MIS}| - 1$. We call these tensor networks with generic element types “generic tensor networks.”

Here, we briefly introduce how to use the method of generic tensor networks to find the number of independent sets (i.e. degeneracy) of a given size. This problem is equivalent to finding the independence polynomial, which is defined, for a graph $G$, as

$$I(G, x) = \sum_{k=0}^{\text{MIS}} D_k x^k,$$

where the polynomial coefficient $D_k$ denotes the degeneracy of independent sets of size $k$. Therefore, if we can compute the independence polynomial, the coefficients $D_{\text{MIS}}$ and $D_{\text{MIS}-1}$ tell us the degeneracies of the MIS and of the independent sets of size $|\text{MIS}| - 1$, respectively. As shown in Fig. S10, the independence polynomial of graph $G$ can be encoded in a tensor network, with a vertex tensor $W(x)$ placed on each vertex and an edge tensor $B$ placed
FIG. S11. Scaling of MIS degeneracy and hardness parameter with size. For each lattice size, 1000 graphs with 80% filling are generated randomly. Logarithmic box and whisker plot of A. $D_{\text{MIS}}$ and B. $H_P = D_{\text{MIS}}^{-1}/(|\text{MIS}|D_{\text{MIS}})$ for graphs with up to $N = 1095$. Each box denotes the upper and lower quartile, with the orange line showing the median. Whisker denote are the 2nd and the 98th percentile.

on each edge

$$W(x) = \begin{pmatrix} 1 \\ x \end{pmatrix}, \quad B = \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix}.$$  \hspace{1cm} (S4)

$W(x)$ is defined such that if a vertex belongs to a particular independent set, it contributes an $x$, and otherwise, it contributes a 1. The edge tensor $B$ connects the vertices whenever the vertices are connected by an edge in the graph $G$ and the element $B_{11} = 0$ captures the independence set constraint. The contraction of the tensor network will produce the independence polynomial [35]:

$$I(G, x) = \sum_{\sigma_1, \sigma_2, \ldots, \sigma_{|V|} = 0}^{\mathcal{V}} \prod_{\sigma_i} W(x)_{\sigma_i} \prod_{(i, j) \in E(G)} B_{\sigma_i, \sigma_j}.$$  \hspace{1cm} (S5)

Using recently developed contraction order optimization techniques [65–67], the contraction can be done efficiently on graphs with a small tree width. By labeling $x$ on different vertices, one can even enumerate all independent sets. However, symbolic calculations are very slow. By changing the tensor element types in $W$ and $B$, one can calculate different properties of independent sets and significantly speed up the calculation for certain computations.

To make the tensor network contraction results independent of the contraction order, we require the tensor elements to form a commutative semi-ring. For example, if we only need to calculate the MIS size, we can replace the tensor elements with the tropical algebra [68]: $x \oplus y = \max(x, y)$, $x \odot y = x + y$, $0 = -\infty$, and $1 = 0$, where the 0 and 1 elements in the tensors are replaced with the tropical 0 and 1, $x$ is replaced by 1, and the $+$ and $\times$ operation in the tensor network contraction are replaced with the tropical algebra operations $\oplus$ and $\odot$. In addition, to compute the independence polynomial exactly, we use a polynomial fitting approach. To avoid the integer overflow problem for large graphs, we replace the element types with a finite field algebra and make use of the Chinese remainder theorem [35]. Lastly, by combining tensor elements with set operations, we also use the tensor network to enumerate all independent sets of different sizes, which we use to study the low-energy configurations and compute Hamming distances between the configurations.

With the generic tensor network algorithms, we computed $D_{\text{MIS}}$ and $D_{\text{MIS}}^{-1}$ for graph sizes up to $N = 1095$, corresponding to 80% filling of a $37 \times 37$ square lattice. We randomly generate 1000 graphs with 80% filling at each size $N$ and show the scaling of $D_{\text{MIS}}$ and $H_P = D_{\text{MIS}}^{-1}/(|\text{MIS}|D_{\text{MIS}})$ with increasing system sizes in Fig. S11. One can see that for large $N$, in the worst case, both the MIS degeneracy and the hardness parameter $H_P$ seem to scale exponentially with the system size. The box plot also shows a wide range of MIS degeneracy and $H_P$ at each graph size $N$. 
7. SCALING OF QUANTUM APPROXIMATION ERROR

7.1. Basic formalism

In this section, we present a theory which describes the scaling behavior of the defect density in the Rydberg simulator’s solution to the MIS problem and accounts for the main experimental observations. Based on generic ordering dynamics in (2+1)D, our starting point is the natural ansatz that after crossing the quantum critical point, the size of correlated regions grows with time as $\mathcal{R}(t) \sim t^\mu$. This dynamic growing correlation length $\mathcal{R}(t)$ will be a central player in our story. The exponent $\mu$ and the prefactor of the growth law are \textit{a priori} unknown and are governed by a combination of the quantum Kibble-Zurek mechanism [36, 69], early-time coarsening [70], and “standard” late-time coarsening [71].

The implications of this scaling hypothesis for the state(s) obtained as a solution to the MIS problem are straightforward. At an intermediate time $t$, the number of domains formed is given by $\mathcal{N}(t) = A/(\pi \mathcal{R}^2(t))$, where $A$ is the geometric area of the graph. Then, the local deviations from the perfect solution (referred to as defects hereafter) arise from the boundaries where the different domains meet due to the possibly conflicting ordering between individual regions. Accordingly, the number of defects per domain scales as $\pi \mathcal{R}(t)$ because the error accumulates proportionately to the length of the domain wall. The total number of defects is therefore roughly $\mathcal{N}\mathcal{R} \sim 1/\mathcal{R}(t)$. Taking $\mathcal{R}(t) \sim t^\mu$ as above, the approximation error $1 - R$ at the time of measurement, $T$, should go as

$$1 - R \simeq \mathcal{N}(T) \mathcal{R}(T) \simeq \frac{1}{\mathcal{R}(T)} \sim T^{-\mu}.$$  \hspace{1cm} (S6)

Since $T$ is directly related to the evolution time, this simple calculation predicts a power-law decay of the error with the total sweep time, in agreement with the basic dependence seen experimentally. Physically, the healing process is driven by the interaction of the long domain walls with the bulk gapped quasiparticles about the ordered state within each domain [72].

7.2. Degeneracy-dependent corrections

We now turn to a more systematic calculation of the total number of defects $1 - R$. To generalize the mechanism described above, we consider that the effect of the ordering dynamics is to initially partition a system of a given size into “protodomains” (see Fig. S12) of the same length scale over which the order parameter stabilizes [73]. At the boundary between adjacent domains, kinks form with a given probability $p$. Conversely, with probability $(1 - p)$, no kink is formed and the two adjacent protodomains coalesce to form a larger domain. Given $\mathcal{N}$ protodomains,
FIG. S13. **Origin of degeneracy.** A. Principal component analysis (PCA) on experimental outcomes of a 51-atom graph shows the regions that change most between snapshots. Here, the top six principal components highlight distinct 1D regions which contribute most to the degeneracy. B. Removing a vertex from a fully filled background lattice introduces degenerate linear regions emanating from the hole. This is due to the ability to freely slide excitations along columns and rows of the graphs in the vicinity of a hole.

The number of boundaries between them (which determines the number of stochastic events for kink formation) is $Z N/2$, where $Z$ is the average coordination number of each protodomain. Note that here and henceforth, we have suppressed the explicit time dependence of $N$ and related variables. Assuming that the success probability $p$ is the same at different locations of the graph, the probability distribution for the number of kinks, $k$, takes the binomial form

$$P(k) = \binom{Z N/2}{k} p^k (1-p)^{Z N/2-k}.$$  \hfill (S7)

The number of actual domains with $k$ kinks is $n = k / (Z/2)$. However, every time a kink fails to form, the average length of the domain walls decreases as

$$r = \frac{\pi N R - (Z N/2 - k) L}{n},$$  \hfill (S8)

$L$ being the length of the boundary between the two coalescing protodomains. In order to determine the number of errors, we have to calculate the average $\langle nr \rangle$ subject to the distribution (S7).

### 7.3. Degeneracy of MIS states

Before proceeding further, let us make a few observations about the degeneracy of the MIS solution space. From the principal component analysis shown in Fig. S13A, we know that the degeneracy primarily originates from one-dimensional regions of the graph. One of the mechanisms by which such one-dimensional degeneracy can arise is via the presence of holes, defined as regions that have atoms missing compared to the perfect square lattice [see Fig. S13B]. For instance, if a hole is located at a site $(x_1, y_1)$ in a $L \times L$ lattice, it contributes to a “sliding degeneracy” [74] of approximately $|x(L - x) + y(L - y)|/4$. A direct generalization of this argument shows that if there are two holes at positions $(x_1, y_1)$ and $(x_2, y_2)$, the degeneracy of the line segment between them is $\sim |y_2 - y_1|$. We emphasize though that the 1D “strings” of degeneracy need not always terminate in holes; in practice, their extent is also restricted by the interactions between multiple holes. However, the precise microscopic origin of these strings will not be important for our discussion. The key property of interest is that the existence of holes induces degeneracies along one-dimensional lines, and the degeneracy of each such segment is proportional to its linear length.

While the exact distribution of holes (or larger vacancies) is a property of the individual graph, on average, the spacing between them is $2/\sqrt{\pi \rho}$ for a given density of holes $\rho$. For simplicity, we will also take $\zeta$ to be the characteristic length of the 1D strings due to reasons motivated above. Now, consider two protodomains, say, $i$ and $j$, as shown in Fig. S14: we will compute the degeneracy of the domain $i \cup j$ if the protodomains were to coalesce without kink formation. First, there will be a contribution from strings that lie entirely within each protodomain (such as the
rightmost one in Fig. S14) given by \( \delta_i \delta_j \), where \( \delta_\mu \) denotes the intrinsic degeneracy in region \( \mu \). Additionally, there is a second piece to the degeneracy stemming from the boundary between the two protodomains: this is determined by the product of the degeneracies of all the strings crossing the interface of length \( \ell \) sites. Hence, the total degeneracy of the region \( i \cup j \) is, to a good approximation, 
\[
N_{i,j} \approx \left( \frac{\log d - 2 \log \delta}{\gamma \log \zeta} \right) \frac{\log \delta_i \delta_j}{k/(Z/2)}.
\]
where we have encapsulated all the nonuniversal graph-dependent properties in the coefficient \( \Gamma \) and also reinstated a factor of \( R \) in the first line for dimensional consistency (since \( L \) grows with \( R \)). Intuitively, the correction term means that when the degeneracy is higher, there are more ways for two protodomains, that may have been seeded independently, to merge smoothly without generating a domain wall—this is also one reason why graphs with large degeneracy are generically “easier” to solve. We now recognize that the total MIS degeneracy \( D_{\text{MIS}} \) is
\[
D_{\text{MIS}} \approx \prod_{(i,j)} \frac{d_{i,j}}{(\prod_\delta \delta_j)^{Z-1}} \quad \text{so,} \quad \log D_{\text{MIS}} \approx \frac{ZN}{2} \left( \log d - 2 \frac{Z - 1}{Z} \log \delta \right) \approx \frac{ZN}{2} (\log d - 2 \log \delta),
\]
therefore
\[
\langle nr \rangle = \mathcal{N} \mathcal{R} \left[ \pi - (1 - p) \Gamma \frac{\log D_{\text{MIS}}}{N} \right].
\]
Noting that \( \mathcal{N} \sim 1/R^2 \), we can express the final result for the scaling of the net defect density as
\[
1 - R \sim T^{-\mu} \left[ 1 - (1 - p) \Gamma \frac{\log D_{\text{MIS}}}{N} T^{2\mu} \right],
\]
where \( N \) is the total number of atoms and the (redefined) coefficient \( \Gamma \) also absorbs the geometric factors relating \( N \) and \( A \).
7.5. Comparison to the experiment

Assuming a phenomenological value of the exponent $\mu$, the scaling form (S12) potentially describes two key experimental observations:

- For a fixed time, the error decreases linearly with degeneracy density $\rho \equiv (\log D_{\text{MIS}})/N$ [Fig. S15A]. The coefficient of this linear term (i.e., the slope obtained on plotting the approximation error $1 - R$ as a function of $\rho$) becomes more negative with increasing $T$ for short depths.

- For varying sweep times, the correction from the term proportional to $\rho$ contributes an additional time dependence, so Eq. (S12) does not describe a pure power law. However, one can still fit the data to a single effective power law $T^{-\alpha}$; the exponent $\alpha$ thus obtained for different graphs increases with $\rho$ [Fig. S15B].

A similar mechanism, albeit with different exponents, could potentially apply to the classical simulated annealing data in Fig. S18 as well.

![Figure S15](image_url)

**FIG. S15. Effect of degeneracy density on scaling dynamics.** A. Behavior of the approximation error $1 - R$ as a function of degeneracy density $\rho \equiv (\log D_{\text{MIS}})/N$ for a fixed sweep duration, as predicted by the theoretical model of Eq. (S12) with the parameters therein determined from a fit to experimental data. B. Effective power-law exponent $\alpha$ (corresponding to the effective time-scaling observed in Fig. 3 A of the main text) for graphs with different $\rho$. This scaling behavior is captured by the theoretical model of Eq. (S12) with a phenomenological value of $\mu = 0.48(2)$ obtained from a fit as shown by the solid black line (the errors in $\mu$ are calculated through a bootstrap method). The grey shaded regions for both plots show the lower and upper bounds given the errors of the fit.

8. SIMULATED ANNEALING

We benchmark the experimental results against an optimized simulated annealing (SA) algorithm [75, 76], which finds low-energy states of a cost Hamiltonian by imitating the cooling of a classical interacting spin system. SA works by stochastically updating a spin configuration in $\{|0\rangle, |1\rangle\}^N$ with probability based on a transition matrix $P$, which depends on a temperature $1/\beta$ and the system Hamiltonian. Here, $P_{s,s'}$ represents the probability of transitioning to $s'$ given that the current spin configuration is $s$. SA can be interpreted as a stochastic simulation of a Markov chain on the space of all possible spin configurations. After many updates of the spin configuration, SA may converge to a stationary distribution $\pi \in \mathbb{R}^{2^N}$ satisfying $\pi = \pi P$. The transition matrix can be designed to make SA converge to a desired stationary distribution by choosing the transition probabilities $P_{s,s'}$ to satisfy detailed balance with respect to $\pi$, which means

$$\pi_s P_{s,s'} = \pi_{s'} P_{s',s}, \quad (S13)$$

where $\pi_s$ is the population of the configuration $s$ in $\pi$. A Markov chain which satisfies detailed balance with respect to a $\pi$ is guaranteed to have $\pi$ as its unique stationary distribution, and will converge to $\pi$ at long times. Often, the
FIG. S16. Simulated annealing algorithm and dynamics. A. Outline of the simulated annealing algorithm on a classical spin system. All spins are initialized in the state that corresponds to no vertices being in the independent set; then, a collective update is iteratively applied. B. In one dimension, local minima are caused by domain walls in the antiferromagnetic ordering. The local minima can be escaped by moving the domain wall to the edge of the system using one of two processes. The first process involves removing a vertex from the independent set and adding in a new vertex to the independent set. As it is energetically costly to remove a vertex ($\Delta E = 1$), this process occurs at a slow rate. As $\alpha - 1 \to 0$, it is more favorable to move the domain wall by adding a temporary blockade violation. Domain walls can be moved at zero energy cost via spin exchanges.

Markov chain is structured so that $\pi$ is the Gibbs distribution of the cost Hamiltonian at some fixed temperature. In addition, our SA Markov chains will be designed to be ergodic, which requires that it is possible to travel from any configuration $s$ to any other configuration $s'$ with a finite probability within a finite number of stochastic updates, and to be lazy, which requires that the update rule leaves the configuration unchanged with probability at least 1/2. Having SA algorithms with these properties will make it possible to prove lower bounds on the runtime of SA using results from the theory of Markov chains in Section 9.1.

We implement two different classes of Hamiltonians encoding the MIS problem to compare with the experimental results. We say a vertex is in the set if it is in state $|1\rangle$ and out of the set if it is in state $|0\rangle$, such that each spin configuration in $\{|0\rangle, |1\rangle\}^N$ corresponds to a set of vertices. The first Hamiltonian is proportional to the Rydberg Hamiltonian with interaction energies $V_{ij}$ and an added constant detuning $\Delta$,

$$H^{\text{Ryd}}_{\text{cost}} = -\sum_i n_i - \sum_{i<j} \frac{V_{ij}}{\hbar} n_i n_j.$$  \hfill (S14)

We use an optimized value of $\Delta/2\pi = 11$ MHz, which is similar to the final detuning used in the experimental pulse sequence. For a graph $G = (V, E)$, the second Hamiltonian is the “standard” MIS Hamiltonian

$$H^{\text{MIS}}_{\text{cost}} = -\sum_{i \in V} n_i - \sum_{(i,j) \in E} \alpha n_i n_j,$$  \hfill (S15)

where $\alpha$ is a uniform penalty on each edge. To guarantee that the ground state of Eq. (S15) corresponds to the MIS, we must have $\alpha > 1$, so that it is strictly more energetically favorable to have at most one vertex per edge in state $|1\rangle$, as opposed to both vertices in state $|1\rangle$. Under these conditions, the ground state maximizes the number of spins in the corresponding set subject to the independent set constraint.

8.1. Description of the SA algorithms

For each of the two cost Hamiltonians, we use a specifically optimized variant of SA that follows the general outline of Figure S16A. First, spins are initialized in a configuration corresponding to having no vertices in the independent set, and the temperature is set to $1/\beta_i$. Then, a vertex is selected from a fixed probability distribution that depends on
the variant of SA (see below). An update of the local spin configuration around the chosen vertex is proposed and the change in energy $\Delta E$ under the cost Hamiltonian from the proposed update is computed. The update is accepted with probability

$$
\text{probability} = \begin{cases} 
e^{-\beta \Delta E}, & \Delta E \geq 0 \\ 1, & \Delta E < 0 \end{cases}.
$$

(S16)

Therefore, updates which lower the system’s energy are accepted greedily whereas energetically unfavorable spin flips are accepted with a probability dependent on the energy increase and temperature. The temperature is incrementally lowered after each attempted update until the final temperature $1/\beta_f$ is reached. The average number of attempted updates per spin is called the depth of the algorithm, $p_{SA}$.

**MIS SA algorithm.** The variant of SA for the MIS Hamiltonian (S15) (MIS SA) uses an optimized Metropolis-Hastings [39, 77] update rule, which ensures that the algorithm converges to a unique stationary distribution under the detailed balance condition. The algorithm works by first selecting a vertex uniformly at random. If the vertex is in the set (corresponding to a spin state of $|1\rangle$), then the proposed updates are

- Remove the vertex from the set with probability $\epsilon$;
- Spin exchange with a neighboring vertex, with probability; $(1 - \epsilon)/8$ for each neighbor
- No update with the remaining probability.

The proposed update is then accepted or rejected with probability given by Eq. (S16). Note that due the geometric layout of the ensemble of unit disk graphs studied in this work, the maximum degree of any vertex is eight, so the probability of proposing no update is non-negative. If the vertex is not in the independent set, adding the vertex to the independent set is proposed with unit probability. We will optimize the MIS SA performance over $\epsilon$ in the following section.

The Markov chain associated with MIS SA is ergodic at finite $\epsilon$. Furthermore, the Markov chain satisfies detailed balance, which uniquely specifies its stationary distribution. To see this, consider two spin configurations $s, s'$ where $\Delta E = E_s - E_{s'}$ and $E_s$ is the energy of the spin configuration $s$. Based on the update rule described above and the detailed balance condition, the steady state populations are related by

$$
\frac{\pi_s}{\pi_{s'}} = e^{-\beta \Delta E} \times \begin{cases} 1 & s = \text{spin exchange}(s') \\ \epsilon & s = \text{vertex removal}(s') \\ \epsilon^{-1} & s = \text{vertex addition}(s') \end{cases}.
$$

(S17)

Putting everything together, the stationary distribution associated with the detailed balance, for a spin configuration $s$, is

$$
\pi_s = \frac{1}{Z} e^{-|s| \epsilon e^{-\beta E_s}},
$$

(S18)

where $|s|$ is the number of spins in $s$ in state $|1\rangle$, $Z$ is a normalization factor so that the sum of probabilities of the stationary distribution is one. The stationary distribution is equal to the Gibbs distribution when $\epsilon = 1$, and corresponds to a uniform mixture of MISs as $\epsilon \rightarrow 0$ or $1/\beta \rightarrow 0$. In practice, the Markov chain is also lazy at low temperatures for large independent sets because more than half of the proposed spin exchange and vertex addition updates will not be accepted because the blockade penalty $\alpha$ makes most spin exchanges and node additions energetically unfavorable. These features make MIS SA amenable to bounding the eigenvalue gap of its Markov chain in Section 9.1, which enables strict upper bounds on the performance of our implementation of MIS SA.

**Rydberg SA algorithm.** The update rule for SA with the Rydberg Hamiltonian (Rydberg SA) is further optimized at the expense of losing the detailed balance condition. We forego having detailed balance because we do not attempt to analytically bound the performance of Rydberg SA due to the more complicated energy spectrum of Eq. S14. The update rule begins by selecting a spin uniformly from the set of free vertices (vertices in the set with no neighbors in the set) and vertices in the set. If a free vertex is selected, adding it to the set by changing its state to $|1\rangle$ is
proposed. If a vertex in the set is selected, a spin exchange with each neighbor is proposed with probability $1/8$. With the remaining probability, a vertex removal by changing the spin state to $|0\rangle$ is proposed. By choosing to update only vertices in the independent set and free vertices, the dynamics of Rydberg SA can be accelerated because the remaining vertices can only be added to the independent set with large blockade interaction energy penalties, so these updates are almost always rejected in practice.

**Post-processing of simulated annealing data.** Once the chosen depth of SA is reached, we post-process the final spin configuration with a constant depth greedy algorithm, similar to the routine used to post-process the experimental outputs. During the greedy algorithm, independent set violations are greedily removed in descending order of the number of blockade violations per vertex. Then, vertices are greedily added back into the independent set in order of increasing degree. Note that under Eq. (S16), independent set violations are removed and free vertices are added to the independent set greedily during the course of the algorithm itself. Therefore, if the final temperature is very low compared to the cost of adding an independent set violation or removing a vertex from the independent set (local excitations), the probability of SA outputting anything other than a maximal independent set is highly suppressed, and the likelihood of post-processing a given vertex is extremely rare. This is the case for the low temperature limit of Rydberg SA and MIS SA, where in the following section we find that a large energy penalty on independent set violations is optimal ($\alpha \gg 1$ for MIS SA, $\Delta \lesssim V_{ij}$ for Rydberg SA, where $i, j$ are nearest or next-nearest neighbors).

### 8.2. Optimization of the SA algorithms

In this section, we will optimize the performance of the SA algorithms over several parameters. For MIS SA, we will optimize over the independent set violation penalty $\alpha$ in Eq. (S15) as well as the probability of removing a vertex $\epsilon$ from the set in the update rule, described in the previous section. Finally, we will optimize how temperature is lowered with depth for both MIS SA and Rydberg SA.

**MIS SA optimization.** We first optimize MIS SA over all $\alpha \geq 1$ and $\epsilon \in (0, 1]$. The effect of changing $\alpha$ can be understood intuitively in one dimension, where raising $\alpha$ introduces kinetic constraints that can make climbing out of local minima via single spin flips energetically unfavorable. In a one-dimensional system, the global solution of the MIS problem corresponds to the antiferromagnetic arrangement of spin variables. The local optima correspond to having a few isolated domain wall configurations, i.e., two consecutive spins not in the independent set, as shown in the left part of Fig. S16B. In order to obtain the exact global solution starting from one of the local optima, the SA process has to eliminate domain wall configurations by moving them and ultimately annihilating them by combining pairs of domain walls. This process is limited by the effective speed of moving domain walls.

For MIS SA, a domain wall can be moved by three different processes:

1. One of the Rydberg excitations is eliminated at the cost of unit energy $1$, and then a new excitation is created (Fig. S16B top path)

2. A new excitation is created by violating the independent set constraint at the cost of energy $\alpha - 1$, and then the constraint is restored by removing a different excitation (Fig. S16B middle path)

3. The spins are directly exchanged (Fig. S16B bottom path).

The speed at which domain walls propagate depends on $\alpha$ and the probability of proposing a vertex removal $\epsilon$. The dynamics are slow when $\alpha$ and $\epsilon$ are both large, corresponding to the cases where independent set violations are energetically highly unfavorable and spin exchanges are unlikely to occur. Then, the dominant process is the process (1) which requires removing a vertex with zero blockade violations at energy penalty $\Delta E = 1$. The dynamics are also slow when $\alpha$ is small and $\epsilon$ is small, because single blockade violations can be added but not removed, which makes subsequent spin exchanges with neighboring vertices more difficult because more vertices are in the set. In contrast, when $\alpha$ is large and $\epsilon$ is small, the dynamics are fast and result from spin exchanges at no energy cost (3). When $\alpha \rightarrow 1$ and $\epsilon$ is small, spin exchanges (3) or spin flips (2) enable fast dynamics, and the dominant process is decided by $\epsilon$.

Therefore, we optimize over two distinct regimes: $\alpha$ small and any $\epsilon$, and $\alpha$ large with $\epsilon$ small. We generate 80 instances on graph sizes between $N = 39$–$80$ vertices in the top two percentiles maximizing $\mathcal{H}(\mathcal{P})$ for each system size. We see numerically that the performance of $\alpha = 100, \epsilon = 0.001$ yields the best scaling of $\tilde{P}_{\text{MIS}}$ with $\mathcal{H}(\mathcal{P})$, so we
FIG. S17. Optimization over MIS SA parameters and temperature. A. Using $\epsilon = 1, \alpha = 1$ yields worse scaling for $-\log(1 - P_{\text{MIS}})$ as a function of $H_P$ compared to $\epsilon = 0.001, \alpha = 100$. B. Approximation ratio for a single graph instance obtained with MIS SA for each different schedule (constant, exponential, and linear) at optimized initial and final temperatures as a function of depth. An exponential schedule is optimal for Rydberg SA whereas all three schedule types show similar performance for MIS SA.

We use these parameters in the main text. We display example fits in Figure S17A: $\alpha = 1, \epsilon = 1$ and $\alpha = 100, \epsilon = 0.001$. We attribute the difference in scaling to the fact that for $\alpha = 1$ and intermediate or small $\epsilon$, there are many more accessible low energy states, corresponding to $|\text{MIS}|$ and $|\text{MIS}| - 1$ configurations where each vertex has at most one blockade violation. Including these states likely introduces relatively more local minima than global minima, which would increase the difficulty of finding an MIS.

Temperature optimization. Next, we optimize the rate at which temperature is lowered as a function of depth. We benchmark three different temperature schedules as a function of depth: constant, exponentially lowered, and linearly lowered, as shown in Fig. S16. For each schedule type, we optimize the initial and final temperatures using a grid search on four different graphs with between $N = 51$–180 nodes. Two of the graphs were generated randomly and two of the graphs were chosen from the distribution of graphs maximizing $H_P$. We identify the optimal initial and final temperature for each temperature schedule via a grid search by averaging the approximation ratio over all graphs between depths $10^3$–$10^4$.

The performance of MIS SA is similar between different temperature schedules (Fig. S17B). This is because in practice, we set $\epsilon = 0.001, \alpha = 100$, so the dynamics are essentially restricted to spin configurations corresponding to valid independent sets. Because $\epsilon$ is so small, raising the energy via a node removal is highly unlikely, even at higher temperatures. Therefore, the dynamics for all three temperature schedules are comparable. In practice, we implement a constant, near-zero temperature schedule ($1/\beta = 10^{-8}$).

For Rydberg SA, we find that the exponential schedule with initial and final temperatures $1/\beta_i = 0.32, 1/\beta_f = 0.03$ is optimal. To understand this, we summarize the dynamics of Rydberg SA. The maximum blockade violation penalty for nearest neighbors is much larger than the initial temperature $1/\beta_i = 0.32 \ll V_{ij}/\Delta \sim 9.8$, so blockade violations with nearest neighbors are unlikely to occur even at early depths, and the dynamics are primarily driven by spin exchanges. The long Rydberg tails cause the energy landscape to be uneven among independent sets of the same size, so it is necessary to operate at higher temperatures during the algorithm to traverse between independent sets of the same size. There is a balance between annealing at low temperatures $1/\beta \to 0$, where the stationary distribution has large overlap with the MIS, and higher temperatures, where SA can easily climb out of local minima caused by the algebraically decaying long-range interactions via spin exchanges. This motivates why a temperature schedule operating at higher temperatures than MIS SA is optimal. We then use this optimized temperature schedule in the main text to benchmark against the quantum algorithm.

Figure S18A shows example data for the quantum algorithm and both SA variants on three 180-vertex instances with different degeneracy densities $\rho$ (orange $\rho = 0.042$, red $\rho = 0.069$, purple $\rho = 0.113$). We find that at early depths, the experiment appears to have slightly better power law scaling for $1 - R$ versus depths over the SA algorithms. This
FIG. S18. Benchmarking approximation ratio. 

A. Approximation ratio $1 - R$ as a function of depth for the quantum algorithm (triangles), MIS SA (dashed lines), and Rydberg SA (dotted lines) on three 180-vertex instances (orange $\rho = 0.042$, red $\rho = 0.069$, purple $\rho = 0.113$). 

B. Depth to $R = 0.90$ for instances on up to 231 vertices for the quantum algorithm (crimson), MIS SA (teal), and Rydberg SA (green) as a function of the degeneracy density $\rho$. We see a power law scaling in depth to $R = 0.9$ as a function of degeneracy density, independent of system size, as motivated in Section 7.

can also be seen in Figure S18B, where we plot data for 115 instances between graph sizes of $N = 39$–231, including both randomly selected instances and instances from the hardest 2% of graphs maximizing $\mathcal{H}P$. As the degeneracy density decreases and the problem becomes more difficult, both SA variants take increasingly long to reach a fixed approximation ratio compared to the experiment.

9. SCALING OF QUANTUM AND CLASSICAL MIS PROBABILITY

9.1. Classical scaling

In this section, we show how the performance of SA using the MIS Hamiltonian is related to $\mathcal{H}P$ at low temperatures. For the specific variant of MIS SA implemented numerically in this work with $\alpha \to \infty$, we show that the spectral gap of the Markov chain matrix is at most $2\mathcal{H}P^{-1}$. We then generalize this result to a larger class of SA algorithms which collectively update constant-sized clusters of spins using the MIS Hamiltonian, for all $\alpha \geq 2$ (a similar proof applies for $1 < \alpha < 2$, which we omit). In particular, we show that the spectral gap of a reversible, lazy, ergodic Markov chain matrix is $O(\text{poly}(N)\mathcal{H}P^{-1})$, where $\text{poly}(N)$ is some polynomial in $N$, provided that the stationary distribution is sufficiently “close” to the Gibbs distribution for the associated Hamiltonian, which includes not only Metropolis-Hastings update rules designed to perfectly sample from Gibbs distributions, but also the cases, for example, when the update rule only approximately satisfies detailed balance. We then show how the Markov chain matrix spectral gap controls the MIS probability as a function of depth for the implemented MIS SA algorithm, and argue that the hitting time for finding the MIS is at least $\Omega(\mathcal{H}P)$ at zero temperature.

Upper bound on the spectral gap. We first upper bound the spectral gap $\delta_{\text{min}}^{\text{SA}}$ of the Markov chain associated with our MIS SA algorithm when $\alpha \to \infty$. Because our MIS SA algorithm satisfies detailed balance, at high depths it is guaranteed to converge to a stationary distribution $\pi$ given by Eq. (S18). We will then illustrate how the spectral gap controls the rate of convergence to the stationary distribution, which at $1/\beta \to 0$ is a uniform mixture of MISs. In the particular case of the implemented MIS SA algorithm, the bound we obtained is

$$\delta_{\text{min}}^{\text{SA}} \leq 2\mathcal{H}P^{-1}$$

(S19)
Our bounds on the spectral gap are all based on the Cheeger inequality [78], which states

\[ \frac{\Phi^2}{2} \leq \frac{\delta_{\text{SA}}}{N} \leq 2\Phi, \]  

where the Cheeger constant \( \Phi \) is

\[ \Phi = \min_{S \subseteq \Omega, \pi_S < \frac{1}{2}} Q_{S,S^c} \pi_S, \quad Q_{S,S'} = \sum_{s \in S, s' \in S'} \pi_s P_{s,s'}, \]  

where \( P_{s,s'} \) is the probability of traveling from state \( s \) to \( s' \) under one iteration of a lazy, ergodic, and reversible Markov chain defined on the set of all possible spin configurations. Here, \( S \) is a subset of all possible spin configurations \( \Omega \), and \( S^c \) is its complement. The factor of \( \frac{1}{N} \) in Eq. (S20), which does not appear in standard statements of the Cheeger bound, arises from the convention that SA depth is defined as the average number of spin flips per vertex. The total equilibrium population of set \( S \) is

\[ \pi_S = \sum_{s \in S} \pi_s. \]  

We can upper bound the Cheeger constant (and therefore the spectral gap) by identifying bottlenecks in the probability transfer between bipartitions of the state space. Here, these bottlenecks will occur between independent sets of size |MIS| − 1 and the MISs.

**Proof for MIS SA for \( \alpha \to \infty \)** — For MIS SA, if we set \( S = S_{\text{MIS}} \) to be the set of all states that are not MIS, then at sufficiently low temperatures, \( \pi_S \leq 1/2 \). The equilibrium population of \( S \) is

\[ \pi_S = 1 - \pi_{S_{\text{MIS}}} > \pi_{S_{\text{MIS}} - 1} = D_{\text{MIS}}|\text{MIS}| - 1 \frac{e^{-|\text{MIS}|-1} e^{\beta (|\text{MIS}|-1)}}{Z}, \]  

where \( Z \) is the partition function and \( S_{\text{MIS}} \) is the set of all MISs. We have substituted the derived stationary distribution for MIS SA (Eq. (S18)). In the \( \alpha \to \infty \) limit, the only states that connect to the MISs are nonmaximal independent sets of size |MIS| − 1, so we have

\[ Q_{S,S^c} \leq D_{\text{MIS}}|\text{MIS}| \frac{e^{-|\text{MIS}|-1} e^{\beta (|\text{MIS}|-1)}}{Z} \frac{1}{N}. \]  

The factor of \( D_{\text{MIS}}|\text{MIS}| \) is the number of possible transitions into MISs, and the factor of \( \frac{1}{N} \) corresponds to the probability of selecting a specific vertex to update in the Markov chain. Putting everything together, we get

\[ \frac{\delta_{\text{SA}}}{N} \leq 2\Phi \leq \frac{Q_{S,S^c}}{\pi_S} \leq 2\mathcal{H}^{-1} \]  

recovering the desired bound. A similar calculation yields an identical bound at higher temperatures when \( \pi_{S_{\text{MIS}}} \leq 1/2 \) by taking \( S = S_{\text{MIS}} \). Figure S19A shows the numerically computed MIS SA spectral gaps at \( 1/\beta = 0 \), which go as \( \mathcal{H}^{-1} \), along with the Cheeger bound. The bound is somewhat loose, but it captures the expected scaling of the gap with \( \mathcal{H} \).

**Proof for general SA using the MIS Hamiltonian** — We now show for any energy penalty \( \alpha \geq 2 \) and any SA algorithm which updates \( O(1) \) spins at each step, the spectral gap of its Markov chain is bounded by

\[ \frac{\delta_{\text{SA}}}{\pi_{\text{MIS}}} \leq \text{poly}(N) \mathcal{H}^{-1} \]  

at sufficiently low \( 1/\beta \), where \( \text{poly}(N) \) is some polynomial in \( N \). Because \( \mathcal{H} \) appears to grow at least superpolynomially in \( N \) (Figure S11B), the dominant contribution to the bound comes from the hardness parameter. Our proof relies on the assumption that the stationary distribution does not exponentially favor states related to the MIS by \( O(1) \) bit flips over other states with the same energy.
FIG. S19. Simulated annealing spectral gaps and MIS probability. A. MIS SA Markov chain spectral gap for 80 instances drawn from the top 2% of graphs maximizing $\mathcal{H}_P$, as a function of hardness parameter $\mathcal{H}_P$. The spectral gaps are proportional to $\mathcal{H}_P^{-1}$, consistent with the analytic upper bound on the spectral gap (solid line) B. Data for four graphs fitting the functional form $1 - \exp(\text{const.} \times p_{SA})$, where $p_{SA}$ is the depth for MIS SA. C. The fitted constant in the exponential decay is approximately equal to the spectral gap (solid line). Error bars on the fitted exponent are smaller than the marker size.

Despite the additional freedom afforded these algorithms by allowing more update rules and energy landscapes, we will show that the above bound still applies up to polynomial corrections in $N$. We assume that the stationary distribution of our SA Markov chain is polynomially close to the Gibbs distribution,

$$\pi_s = \frac{1}{Z} \text{poly}(N) e^{-\beta E_s}, \quad (S27)$$

where as before $E_s$ is the energy of the configuration $s$ and $Z$ is the partition function. This assumption is reasonable since it ensures configurations with the same energy have comparable equilibrium probabilities, and the equilibrium population favors low energy states in the low temperature ($\beta \to \infty$) limit. Otherwise, one could in principle construct a SA algorithm which preferentially favors non-maximal states and avoids getting trapped in local minima bottlenecks. Most SA algorithms (e.g. the Metropolis-Hastings algorithm) can easily be designed to sample from the Gibbs distribution, so this proof includes a wide class of algorithms.

First, assume $\alpha \geq 2$, and let the set of states which can directly transition to MISs be denoted as $R$. Again, we take $S = S_{[\text{MIS}]}^c$ and focus on low temperatures where $\pi_S \leq 1/2$. We have $\pi_S > \pi_{S_{[\text{MIS}]} - 1}$, and

$$\frac{Q_{S,S'}}{\pi_S} = \frac{\sum_{s \in R, s' \in S_{[\text{MIS}]}} \pi_s P_{s,s'}}{\pi_S} \leq \frac{\sum_{s \in R} \pi_s}{\pi_{S_{[\text{MIS}]} - 1}} \leq O(\text{poly}(N)) \pi_R \quad (S28)$$

$$\quad \quad \leq \frac{\text{poly}(N)}{\pi_{S_{[\text{MIS}]} - 1}} \quad (S29)$$

where $\pi_R$ is the total equilibrium population of all states in $R$, and in Eq. (S28) we have used that $P_{s,s'} \leq 1$. In Eq. (S29), we use the fact that each state in $R$ only can connect to a polynomially large number of MISs if it updates
a constant number of spins. Simplifying, we have

\[
\begin{align*}
&\leq \frac{O(\text{poly}(N))|R|e^{\beta(|\text{MIS}|)-1}}{\pi_{\text{MIS}}^{-1}Z} \\
&\leq \frac{O(\text{poly}(N))|R|}{D_{\text{MIS}}^{-1}} \\
&\leq \frac{O(\text{poly}(N))D_{\text{MIS}}}{D_{\text{MIS}}^{-1}},
\end{align*}
\]

where \(|R|\) denotes the size of the set \(R\). In Eq. (S30), we use the fact that all states in \(R\) have energy at least \(-(|\text{MIS}|)-1\). Note this relies on \(\alpha \geq 2\); otherwise, we could have states violating the independent set condition in \(R\) with energies between \(-|\text{MIS}|\) and \(-(|\text{MIS}|)-1\) (for example, an MIS with an added vertex, which creates a single blockade violation with energy \(\alpha - 1\)). In Eq. (S32), we used the fact that \(|R| = \text{poly}(N)D_{\text{MIS}}\). As a result, we have

\[
\delta_{\text{SA}}^{\text{min}} \leq \text{poly}(N)H^P^{-1}.
\]

As before, similar arguments work at high temperatures by taking \(S = S_{\text{MIS}}\). The key point here is at most a polynomial number of states can lead into each MIS, and the equilibrium population of these states is polynomially related to that of maximal independent sets of size \(|\text{MIS}| - 1\).

While these proofs apply to \(\alpha \geq 2\), some subtleties arise as described above when considering \(1 < \alpha < 2\) (where the ground state is still guaranteed to encode the MISs). The proof is very similar, but we omit the full detail here. Essentially, one obtains the correct bound by partitioning the states corresponding to MIS with added vertices that incur at most one blockade violation per addition into \(S^c\) along with the MISs. Using this approach, one can show that the bound in Eq. (S33) can be recovered at low temperatures where \(\beta \gg \frac{1}{\alpha-1} \ln \text{poly}(N)\).

**Hitting time lower bound.** Our results on the spectral gap of the MIS SA algorithm translate directly into lower bounds of \(\Omega(H^P)\) on the expected hitting time, the average time for SA to first find an MIS. At \(1/\beta = 0\), the Markov chain is absorbing, so once the algorithm reaches an MIS it can no longer escape. In the \(|\text{MIS}|\) and \(|\text{MIS}| - 1\) subspaces, the corresponding transition matrix \(M\) is given by

\[
M = \begin{bmatrix} M_{|\text{MIS}|-1} & M_0 \\ 0 & M_{|\text{MIS}|} \end{bmatrix},
\]

where \(M_0\) encodes the transition probabilities from the \(|\text{MIS}| - 1\) subspace to the \(|\text{MIS}|\) subspace. At zero temperature, there is zero probability of exiting from an MIS, so the lower left quadrant of \(M\) is zero. Markov chains of this exact form are considered in [44], which relates the Markov chain eigenvalues to the hitting time of states in \(M_{|\text{MIS}|}\). It follows from Lemma 5 [44] that if \(M_{|\text{MIS}|-1}\) has an eigenvector (with eigenvalue \(1 - \delta_u\)) which has a uniform component whose length is bounded below by a constant, then the hitting time is \(\Omega(N^{-1}(\delta_u^{\text{SA}})^{-1})\), where the factor of system size comes from our definition of depth. Here, the uniform component is the overlap of the eigenvector with the uniform vector \(u = \frac{1}{\sqrt{D_{|\text{MIS}|-1}}} [1, \ldots, 1]\).

We can show that \(M_{|\text{MIS}|-1}\) has an eigenvector with high overlap with the uniform distribution over the space of independent sets of size \(|\text{MIS}|-1\) for our implemented MIS SA algorithm. Using the MIS SA update rule described in Section 8.1, we can compute the action of \(M_{|\text{MIS}|-1}\) on \(u\). Note that \(M_{|\text{MIS}|-1}\) is symmetric, because \(P_{s,s'} \neq 0\) between two \(|\text{MIS}|-1\) configurations if and only if they are linked by spin exchanges, in which case \(P_{s,s'} = P_{s',s} = \frac{1-\epsilon}{8N}\). Therefore, for maximal \(|\text{MIS}|-1\) configurations, the corresponding columns and rows in \(M_{|\text{MIS}|-1}\) sum to one by conservations of probability. For non-maximal \(|\text{MIS}|-1\) configurations, the rows (and therefore columns) sum to \(1 - O(1/N)\), because probability can leak to MISs via \(M_0\). Putting everything together, the \((uM_{|\text{MIS}|-1})_s\) component of the resulting vector, corresponding to spin configuration \(s\), is given by

\[
\begin{align*}
(uM_{|\text{MIS}|-1})_s &= \frac{1}{D_{|\text{MIS}|-1}} \begin{cases} 
1 & s \text{ maximal} \\
1 - O(N^{-1}) & s \text{ non-maximal}
\end{cases} \\
&= u_s + O(N^{-1}H^P^{-1}),
\end{align*}
\]
where we have used the fact that the correction is given by the of non-maximal states to $D_{\text{MIS}} - 1$ is $O(\mathcal{H}P^{-1})$. Therefore, $u$ is an eigenvector of $M'_{\text{MIS}}$ up to $O(N^{-1}\mathcal{H}P^{-1})$ corrections. The corresponding eigenvalue is therefore $1 - O(N^{-1}\mathcal{H}P^{-1})$, so $\delta_{uA}^\text{SA} = O(N^{-1}\mathcal{H}P^{-1})$. Therefore, we conclude that the hitting time is $\Omega(\mathcal{H}P)$, where the factor of system size is absorbed into the definition of depth, consistent with the Main Text.

**Functional form for MIS probability.** Numerically, we find that the equation $P_{\text{MIS}} = 1 - e^{-\text{const.} N_{\text{PSA}}}$, where $p_{\text{SA}}$ is the depth of SA, is a very good fit to the MIS SA data. Example fits to the data can be seen in Figure S19B. We find that the constant in this expression is, to good approximation, the numerically computed minimum energy gap of the MIS SA Markov chain in Figure S19C.

This functional form can be motivated at zero temperature, assuming SA enters the $|\text{MIS}| - 1$ subspace at a random independent set of size $|\text{MIS}| - 1$. Then, the initial distribution has $1 - O(\mathcal{H}P^{-1})$ overlap with the eigenvector of $M'_{\text{MIS}}$ discussed in the previous section and $O(\mathcal{H}P^{-1})$ overlap with other eigenvectors. The general form for $P_{\text{MIS}}$ at depth $p_{\text{SA}}$ is given by

$$P_{\text{MIS}} = 1 - v M^{p_{\text{SA}}} 1_{|\text{MIS}| - 1}, \quad (S37)$$

where $v$ is a vector representing the initial configuration and $1_{|\text{MIS}| - 1}$ is a vector of all ones in the $|\text{MIS}| - 1$ subspace and all zeros in the $|\text{MIS}|$ subspace. This equation comes from taking the initial state $v$, evolving for $p_{\text{PSA}}$ steps under the Markov Chain, then taking the resulting overlap with the $|\text{MIS}| - 1$ subspace to get $1 - P_{\text{MIS}}$. In the specific case where $v$ is uniform in the $|\text{MIS}| - 1$ subspace and has high overlap with the eigenvector from the previous section, this reduces to $P_{\text{MIS}} = 1 - e^{-\delta_{uA}^\text{SA}}$ up to small $O(\mathcal{H}P^{-1})$ corrections, motivating the functional form fit in Figure S19B. All dynamics will therefore be exponential relaxation with a single timescale given by $\delta_{uA}^\text{SA}$.

Numerical evidence confirms that the principal eigenvector of $M'_{\text{MIS}}$ has high overlap with the uniform distribution, so $\delta_{uA}^\text{SA} = \delta_{\text{min}}^\text{SA}$. This is consistent with the following analytic argument that the uniform distribution $u$ should be close to the principal eigenvector of $M'_{\text{MIS}}$. Namely, $M'_{\text{MIS}}$ is a $O(\mathcal{H}P^{-1})$ perturbation of the stochastic matrix $M'_{|\text{MIS}| - 1}$, which comes from taking $M_{|\text{MIS}| - 1}$ and adding probability to the diagonal entries of non-maximal $|\text{MIS}| - 1$ states such that all rows sum to one. Because $M'_{|\text{MIS}| - 1}$ is stochastic and symmetric, its principal eigenvector is uniform with eigenvalue one. Therefore, the principal eigenvector of $M'_{|\text{MIS}| - 1}$ is uniform up to $O(\mathcal{H}P^{-1})$ corrections unless there are crossings in the eigenvalues as the perturbation is added. This suggests that the MIS probability is given by

$$P_{\text{MIS}} = 1 - e^{-\delta_{\text{min}}^\text{SA} p_{\text{PSA}}} \quad (S38)$$

up to $O(\mathcal{H}P^{-1})$ corrections, assuming that MIS SA enters the $|\text{MIS}| - 1$ subspace uniformly at random. This functional form is well-supported numerically in Figure S19C.

Motivated by the upper bound of $\mathcal{H}P^{-1}$ on the spectral gap, we phenomenologically assume that the spectral gap is a power law in $\mathcal{H}P$, $a\mathcal{H}P^b$. Figure S19A shows that this is a reasonable assumption, albeit with some scatter in the trend. In the main text, we determine the scaling of MIS SA performance with $\mathcal{H}P$ by fitting the parameters $a$, $b$, and comparing $b$ for the quantum and classical algorithm. We investigate the quality of these fits in Figure S20. Figure S20A, C show two different ways to fit the functional form

$$P_{\text{MIS}} = 1 - e^{-a \mathcal{H}P^{-b} p_{\text{PSA}}} \quad (S39)$$

In S20A, we fix $P_{\text{MIS}} = 0.6$ and fit $p_{\text{SA}}$ versus $\mathcal{H}P$. The errorbars on the data points are the difference in sampled time points between which the threshold $P_{\text{MIS}}$ is reached. We then fit the data for a range of threshold $P_{\text{MIS}}$ in S20B to test the robustness of the fit to different threshold depths. We see that at sufficiently large threshold $P_{\text{MIS}}$, the fit approaches a stable linear dependence on $\mathcal{H}P$, with $b = 1$. In S20C, we fix depth and fit $P_{\text{MIS}}$ versus $\mathcal{H}P$. In S20D, we find that the fitted values for $b$ are larger than one, but become closer to one at larger threshold depths. We attribute this discrepancy in the fits to the fact that we do not account for errors due to model uncertainties in Eq. (S39), which primarily stem from the scatter in $\mathcal{H}P$ in MIS SA performance and spectral gap.
FIG. S20. **Fit stability for MIS probability versus hardness parameter.** A. Depth $p_{SA}$ required to reach the threshold $P_{MIS} = 0.6$ for MIS SA versus the hardness parameter $H/P$. The data is fitted to an exponential functional form where the spectral gap is assumed to be a power law in $H/P$, $P_{MIS} = 1 - e^{-a \cdot \frac{H}{P} - b \cdot p_{SA}}$. B. The exponent $b$ is then plotted for a range of threshold $P_{MIS}$. C. A different way to fit the same functional form, now fitting $-\log(1 - P_{MIS})$ at a fixed threshold depth ($p_{SA} = 100$) versus $H/P$. D. The fitted exponent $b$ versus the threshold depth used for the fit.

9.2. Quantum scaling

**Density-matrix renormalization group.** In order to find the ground states of a quantum Hamiltonian $H$, we employ the density-matrix renormalization group (DMRG) algorithm [79, 80], which we implement using the ITensor package [54]. The desired wavefunction can be represented as a matrix product state (MPS) [81, 82] of the form

$$|\Psi\rangle = \sum_{\sigma_1 \ldots \sigma_n} \sum_{l_1 \ldots l_{n-1}} T_{l_1}^{\sigma_1} T_{l_1 l_2}^{\sigma_2} T_{l_2 l_3}^{\sigma_3} \cdots T_{l_{n-1}}^{\sigma_n} |\sigma_1, \ldots, \sigma_n\rangle,$$

where $T$ denote tensors with physical indices $\sigma$ and link indices $l$. DMRG then provides an efficient method to find the optimal MPS representation of the many-body state [83].

In this work, we obtain the low-lying eigenstates for a variety of graphs with system sizes ranging from $N = 39$ to 80 atoms using MPSs of bond dimensions $d = 200–1600$, with $d$ progressively increased as necessary till convergence. The system is regarded to have converged to its true ground state once the truncation error falls below a threshold value of $10^{-7}$, and in practice, this criterion was usually found to be satisfied after $\sim O(10^2)$ sweeps. For further details of our sweeping procedure and DMRG parameters, we direct the reader to Ref. [84]. Once a ground state $|\psi_0\rangle$ is obtained in this manner, we can also target the first-excited state by repeating this procedure but with the Hamiltonian $H' = H + wP_0$, where $P_0 = |\psi_0\rangle \langle \psi_0|$ is an operator that projects onto the ground state and $w$ is an energy penalty. The gap at any point in the $(\Delta/\Omega, R_b/a)$-parameter space is obtained from the difference in the energies of the first-excited and ground state; scanning all possible values of $\Delta/\Omega$ for a fixed $R_b/a = 1.73$, we record the minimum gap thus obtained as the adiabatic gap relevant for the Landau-Zener transition.

**Effect of finite blockade and long-ranged interactions.** Employing the above-mentioned procedure, we now calcu-
late the minimum energy gaps for several for three different Hamiltonians.

First, in Fig. S21A, we present the minimum quantum gap calculated for a “hard blockade” Hamiltonian without long-ranged tails, in which both the first- and second-nearest neighbors are strongly blockaded:

\[
\hat{H} = \sum_i \left( \frac{\Omega}{2} |0\rangle_i \langle 1|_i + \text{h.c.} \right) - \Delta \sum_i n_i + \frac{1}{2} \sum_{(i,j)} V_0 n_i n_j + \frac{1}{2} \sum_{\langle (i,j) \rangle} V_1 n_i n_j,
\]  

(S41)

where \( \langle \cdots \rangle \) and \( \langle \langle \cdots \rangle \rangle \) represent nearest and next-nearest neighbors, respectively, and we have set \( \hbar = 1 \). For this Hamiltonian, which may be regarded as an approximation to the hard-core, infinite Rydberg blockade for \( V_0 = V_1 \approx 27, \Omega = 1 \), we find that the quantum hardness (the inverse gap) correlates well with the classical hardness parameter \( \mathcal{H} \mathcal{P} \), consistent with a scaling of gap \( \sim 1/\mathcal{H} \mathcal{P} \).

Next, we show the minimum energy gap for a more realistic soft blockade Hamiltonian without long-ranged tails in Figure S21B:

\[
\hat{H} = \sum_i \left( \frac{\Omega}{2} |0\rangle_i \langle 1|_i + \text{h.c.} \right) - \Delta \sum_i n_i + \frac{1}{2} \sum_{(i,j)} V_0 n_i n_j + \frac{1}{2} \sum_{\langle (i,j) \rangle} V_1 n_i n_j,
\]  

(S42)

where now \( V_0 \) and \( V_1 \) are the interaction energies between nearest and next-nearest neighbors in the Rydberg Hamiltonian, but all longer range interactions are removed. This is an “intermediate” model between the hard blockade model described above and the full Rydberg Hamiltonian. Notably, for many instances the adiabatic gap becomes larger in this model compared to the hard blockade mode, with most instances falling in between \( 1/\mathcal{H} \mathcal{P} \) and \( 1/\sqrt{\mathcal{H} \mathcal{P}} \) scaling.

Lastly, we consider the full Rydberg Hamiltonian introduced in Eq. (1) of the main text; for this case, we retain the long-ranged tails of the \( 1/r^6 \) van der Waals interaction up to a distance of \( 4a \), which was shown to be sufficient for convergence of phase boundaries on the square lattice [85]. Figure S21C shows the minimum quantum gap plotted as a function of the classical hardness parameter \( \mathcal{H} \mathcal{P} \). The significant scatter precludes the observation of any meaningful trend based on this data alone. However, the comparison also shows that the a combination of soft blockade and long-ranged tails help facilitate a better performance for many instances.

**Sufficient conditions for quadratic speedup.** Although the numerics discussed above do not provide a definitive conclusion for the scaling of the gap with hardness parameter, it is interesting to consider the conditions under which they scale as \( O(\text{poly}(1/N) \mathcal{H} \mathcal{P}^{-1/2}) \), realizing a Grover-like speedup over SA, up to polynomial factors in the system size. To this end, we denote the instantaneous eigenstates of the system as \( |1\rangle, \ldots, |2^N\rangle \) ordered by eigenenergies \( (E_1 \leq E_2 \leq \cdots \leq E_{2^N}) \), so that the minimum adiabatic gap is

\[
\delta_{\min} = \min_{t \in [0,T]} (E_2(t) - E_1(t)).
\]  

(S43)
The adiabaticity criterion is then that the total evolution time $T$ satisfies $T \gg 1/\delta_{\text{min}}$.

For some hard combinatorial optimization problems, in the limit of large system sizes, this minimum gap is expected to coincide with a first-order phase transition, where the ground state suddenly changes character across the transition point [13]. We will assume that this is the case and parametrize the adiabatic ramp by the drive-to-detuning ratio $\lambda = \Omega_{\text{eff}}/\delta_{\text{min}}$, denoting its value at this phase transition as $\lambda_{\text{crit}}$.

We will also assume that the two lowest eigenstates are energetically well-isolated from higher excited states ($E_2 - E_1 \ll E_3 - E_2$ near the gap closing point). In this case, the system’s dynamics near the gap closing are well-described (up to corrections of order $(E_2 - E_1)/(E_3 - E_2)$) by a process with Landau-Zener physics between the lowest two eigenstates, $|1\rangle$ and $|2\rangle$. Figure S22 shows such a scenario, where the lowest two eigenstates $|1\rangle_f, |2\rangle_f$ before the level crossing swap places at $\lambda_{\text{crit}}$, such that the states after the crossing are $|1\rangle_f = |2\rangle_i$ and $|2\rangle_f = |1\rangle_i$. For $\lambda = \lambda_{\text{crit}}$, the eigenstates are the hybridized states $|1\rangle = \frac{1}{\sqrt{2}}(|1\rangle_i + |2\rangle_i)$, $|2\rangle = \frac{1}{\sqrt{2}}(|1\rangle_i - |2\rangle_i)$. The system’s dynamics in the $|1\rangle_i, |2\rangle_i$ subspace are governed by an effective Landau-Zener Hamiltonian

$$H_{LZ} = \delta_{\text{eff}}(\lambda) \sigma_z^{\text{eff}} + \Omega_{\text{eff}}(\lambda) \sigma_x^{\text{eff}},$$

where $\sigma_z^{\text{eff}} = |1\rangle_i \langle 2|_i + \text{h.c.}$, $\sigma_x^{\text{eff}} = |1\rangle_i \langle 1|_i - |2\rangle_i \langle 2|_i$, and $\delta_{\text{eff}}(\lambda), \Omega_{\text{eff}}(\lambda)$ are unknown functions, such that $\delta_{\text{eff}}(\lambda_{\text{crit}}) = 0$.

Under these assumptions, we find the adiabatic gap as

$$\delta_{\text{min}} = \Omega_{\text{eff}}(\lambda_{\text{crit}}) \left[ 1 + O \left( \frac{E_2 - E_1}{E_3 - E_2} \right) \right],$$

where

$$\Omega_{\text{eff}}(\lambda_{\text{crit}}) = \langle 1|_i H_{LZ}(\lambda_{\text{crit}}) |2\rangle_i = \langle 1|_i H(\lambda_{\text{crit}}) |2\rangle_i \left[ 1 + O \left( \frac{E_2 - E_1}{E_3 - E_2} \right) \right],$$

where $H(\lambda)$ is the system Hamiltonian, and the $(E_2 - E_1)/(E_3 - E_2)$ corrections in the rightmost expression appear because $H_{LZ}$ only approximately represents $H$ in the $|1\rangle_i, |2\rangle_i$ subspace. Ignoring these corrections, we see that the size of the gap is determined by the overlap of the two asymptotic Landau-Zener states of the bare system Hamiltonian $H$ at the critical point. This Hamiltonian is just a sum of local one- and two-body terms, while the asymptotic Landau-Zener states $|1\rangle_i, |2\rangle_i$ can be highly entangled superpositions of many independent sets. The size of the gap is thus controlled mainly by how much population in $|1\rangle_i$ is close in Hamming distance to population in $|2\rangle_i$, rather than by the operators appearing inside the matrix element.

We can now envision a concrete situation where the adiabatic algorithm exhibits a quadratic speedup over SA. For hard instances, the minimum gap typically occurs close to the end of the adiabatic evolution. The ground state after the critical point $\langle 1|_f \rangle$ is composed of mostly a superposition of the MISs and the first excited state $|2\rangle_f$ is a superposition of independent sets of size $|\text{MIS}| - 1$. Suppose these asymptotic Landau-Zener states form equal
superpositions of the respective independent set states:

\[ |1\rangle_i = |2\rangle_f = \frac{1}{\sqrt{D_{\text{MIS}}}} \sum_{i \in \{ \text{IS of size } |\text{MIS}| - 1 \}} |i\rangle, \quad (S47) \]

\[ |2\rangle_i = |1\rangle_f = \frac{1}{\sqrt{D_{\text{MIS}}}} \sum_{i \in \{ \text{MIS} \}} |i\rangle. \quad (S48) \]

In this situation, the gap that results from the above formula is

\[ \delta_{\text{min}} = \Omega \left( \lambda_{\text{crit}} \sqrt{\frac{D_{\text{MIS}}}{D_{\text{MIS}} - 1}} \right). \quad (S49) \]

Here, only the driver terms in \( H \) contribute to the matrix element, since \( |1\rangle_i \) and \( |2\rangle_i \) have different Hamming weights. The factor of \( |\text{MIS}| \) appears because the driver connects every MIS in \( |2\rangle_i \) to \( |\text{MIS}| \) independent sets of size \( |\text{MIS}| - 1 \) in \( |1\rangle_i \). The factor under the square root comes partly from the normalization of the two wavefunctions, which contributes \( 1/\sqrt{D_{\text{MIS}}D_{\text{MIS}} - 1} \), and also from the fact that there are \( D_{\text{MIS}} \) nonzero, equal magnitude terms that add constructively. This last effect is a coherent enhancement of \( \delta_{\text{min}} \) which stems from the coherence of the superpositions \( |1\rangle_i, |2\rangle_i \) that we have assumed. If we assume further that \( \lambda_{\text{crit}} \) scales polynomially or slower with system size, then the gap would go as \( \text{poly}(1/N) HP^{-1/2} \). In this hypothetical case, the adiabatic algorithm would exhibit a quadratic speedup in \( HP \) over SA, which has a spectral gap of \( \text{poly}(N) HP^{-1} \).

For any particular graph instance, the two lowest eigenstates at the gap closing point are unlikely to exactly equal the fully symmetric superpositions assumed above because the Hamiltonian is not symmetric among the MISs or the independent sets of size \( |\text{MIS}| - 1 \). It is evident, however, that the gap is mainly determined by the extent to which \( |2\rangle_i \) is “delocalized” across the space of MISs, and by how much overlap the state \( |1\rangle_i = |2\rangle_f \) has with the states immediately accessible from \( |2\rangle_i \) via the driver. Therefore, a speedup over SA is possible if the eigenstates involved in the gap closing of the adiabatic algorithm are sufficiently delocalized across the solution space, or if \( |1\rangle_i \) is localized near nonmaximal independent sets of size \( |\text{MIS}| - 1 \). Assessing whether this type of speedup can be obtained requires further theoretical analysis of the low-energy states of this Hamiltonian.