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Abstract

We compute the spectral form factor of two integrable quantum-critical many body systems in one spatial dimension. The spectral form factor of the quantum Ising chain is periodic in time in the scaling limit described by a conformal field theory; we also compute corrections from lattice effects and deviation from criticality. Criticality in the random Ising chain is described by rare regions associated with a strong randomness fixed point, and these control the long time limit of the spectral form factor.
The spectral form factor (SFF), defined as the Fourier transform of the eigenvalue density-density correlation function, is a useful tool for characterizing spectral statistics in quantum systems. As the behavior of the SFF is well understood for random matrix ensembles [1], the SFF can be used as an indicator of quantum chaos, where level statistics are predicted to resemble those of random matrices [2, 3]. This correspondence has been studied in a variety of models, including semiclassical analysis of systems with classically chaotic counterparts [4–7], Floquet systems [8, 9], holographic systems [10], and for mesoscopic disordered systems [11, 12]. In the latter case, much work has been done in connecting the spectral statistics of these disordered systems to experimentally-relevant transport properties. All these examples contrast the behavior of integrable models, whose eigenvalue statistics are conjectured to generically be Poissonian [13].

In this paper, we focus on understanding the universality of the SFF at a quantum critical point (QCP). At a QCP, physical observables such as correlation functions are expected to be described by universal functions of dimensionless parameters. By analogy, one should expect the eigenvalue statistics, and hence the SFF, to be universal as well. One of the simplest examples of a QCP is the one-dimensional quantum Ising model, whose critical point can be mapped to a theory of massless fermions. One can introduce disorder to this model, which drastically alters the behavior at the critical point [14, 15]. We study the SFF of both the clean and disordered Ising model at their respective QCPs, obtaining analytic predictions for the scaling behavior in both cases. In the case of the clean Ising model, the correspondence of the critical point with a rational conformal field theory (CFT) leads to a periodic SFF as a function of dimensionless variables. For the disordered critical point, this periodic behavior is replaced by a simple plateau, whose behavior as a function of dimensionless parameters is also universal. These predictions are verified against numerical calculations, and are shown to agree well.

I. THE SPECTRAL FORM FACTOR AND EIGENVALUE STATISTICS

For a Hamiltonian $H$ with eigenvalues $E_n$, $n = 1, \ldots, D$, the normalized eigenvalue density is given by

$$\rho(E) = \frac{1}{D} \sum_{n=1}^{D} \delta(E - E_n). \quad (1.1)$$

The density-density correlation function is given by

$$R(E_1, E_2) = \langle \rho(E_1) \rho(E_2) \rangle \quad (1.2)$$

where brackets are meant to indicate averaging over some ensemble of Hamiltonians.

The spectral form factor $g(t)$ is given as a Fourier transform of the density-density correlation
function
\[ g(t) = \frac{\int dE_1 dE_2 R(E_1, E_2) e^{i((E_1-E_2)t)}}{\int dE_1 dE_2 R(E_1, E_2)}. \]  

(1.3)

One can generalize this definition by also considering the Fourier transform of the center-of-mass variable, \( E_1 + E_2 \)
\[ g(t, \beta) = \frac{\int dE_1 dE_2 R(E_1, E_2) e^{i(E_1-E_2)(t-\beta(E_1+E_2))}}{\int dE_1 dE_2 R(E_1, E_2) e^{-\beta(E_1+E_2)}}. \]  

(1.4)

Note that this can be written in terms of the partition function, \( Z(\beta) = \sum_i e^{-\beta E_i} = \int dE e^{-\beta E} \rho(E) \)
\[ g(t, \beta) = \frac{\langle Z(\beta + it) Z(\beta - it) \rangle}{\langle Z(\beta)^2 \rangle} = \frac{1}{\langle Z(\beta)^2 \rangle} \left\langle \sum_{m,n} e^{-\beta (E_m+E_n) + i(E_n-E_m)t} \right\rangle. \]  

(1.5)

Because of this correspondence, we refer to \( g(t, \beta) \) as the SFF at inverse temperature \( \beta \).

Often, the density given by Eq. 1.1 is normalized such that the mean density is constant across the spectrum, referred to as an “unfolding” of the eigenvalues. The quantity obtained by analytically continuing the partition function via Eq. 1.5 lacks this unfolding procedure. For the purposes of this paper, we choose to focus on the quantity defined by Eq. 1.5, as it is more amenable to both numerical and analytic studies. This leads to slight discrepancies between the behavior of \( g(t, \beta) \) and the one commonly studied in matrix theory, which we will describe below.

By taking the long-time average of Eq 1.4, terms with \( E_n \neq E_m \) are suppressed, and thus the long-time behavior of \( g(t, \beta) \) is predicted to behave for a non-degenerate spectrum as
\[ \lim_{T \to \infty} \frac{1}{T} \int_0^T dt g(t, \beta) = \frac{Z(2\beta)}{Z(\beta)^2} = e^{S(2\beta)-2S(\beta)}. \]  

(1.6)

\( S(\beta) \) is the entropy of the system at inverse temperature \( \beta \). Not only is the average value of the SFF at long time expected to coincide with Eq. 1.6, but it approximately plateaus to a constant given by this average value. This is due to the summation of oscillating phases given by Eq. 1.5 suppressing \( E_n \neq E_m \) terms. The timescale at which this behavior sets in is given by the plateau time, \( t_p \), which scales as the inverse energy spacing.

There are two typical classes of SFF behavior. The first is indicative of quantum chaos, and arises when eigenvalues repel each other and the eigenvalue spacing is distributed according to the Wigner surmise. This correspondence is well understood for quantum systems with a classically chaotic counterpart [4–7], and is generally taken to be a diagnostic of quantum chaos for systems with no classical limit. In this case, the SFF displays an initial linear ramp with positive slope, ultimately leveling off at a plateau related to the discreteness of the spectrum. A study of the behavior of \( g(t, \beta) \) defined in terms of the partition function for a quantum chaotic model was carried out in [10].
The second class of systems are integrable. In these systems, eigenvalues are conjectured to generically be uncorrelated and for the eigenvalue spacing to follow a Poisson distribution [13]. If this is the case, then

\[
g(t, \beta) = \frac{1}{Z(\beta)^2} \int dE_1 dE_2 \langle \rho(E_1) \rangle \langle \rho(E_2) \rangle e^{i(E_1 - E_2)t - \beta(E_1 + E_2)} = \frac{\langle Z(\beta + it) \rangle \langle Z(\beta - it) \rangle}{Z(\beta)^2} \quad (1.7)
\]

If the eigenvalue distribution was unfolded (\(\langle \rho(E) \rangle = 1\)), then \(g(t > 0, 0) = 0\). Deviations from this constant distribution and finite-temperature effects are reflected by \(g(t, \beta)\) instead decaying from its initial value of 1 to a constant given by Eq. 1.6 over a timescale \(t_p\). The lack of eigenvalue repulsion in the level statistics prevents the SFF from dipping below the plateau value [10].

II. SFF OF THE CLEAN ISING MODEL

We now calculate the SFF of the quantum Ising model at criticality, via an explicit calculation of the partition function. The one-dimensional quantum Ising model is defined as

\[
\mathcal{H} = -\frac{1}{2} \sum_{j=0}^{N-1} J_j \sigma_j^z \sigma_{j+1}^z - \frac{1}{2} \sum_{j=0}^{N-1} g_j \sigma_j^x
\]

(2.1)

where \(\sigma_j^z, \sigma_j^x\) are Pauli spin operators acting on site \(j, j = 0, \ldots, N - 1\). By assuming \(\sigma_N^z = \sigma_0^z\), we impose periodic boundary conditions on our system. Note the lack of randomness in this model - this means that the SFF will not involve any sort of averaging procedure.

Eq. 2.1 can be mapped via a Jordan-Wigner transformation to a system of free fermions as

\[
\mathcal{H} = \frac{1}{2} \sum_{j=0}^{N-1} g_j - \sum_{j=0}^{N-1} g_j \gamma_j^\dagger \gamma_j - \frac{1}{2} \sum_{j=0}^{N-2} J_j \left( \gamma_j^\dagger - \gamma_j \right) \left( \gamma_{j+1}^\dagger + \gamma_{j+1} \right)
\]

\[
+ \frac{J_{N-1}}{2} e^{i\pi N_f} \left( \gamma_{N-1}^\dagger - \gamma_{N-1} \right) \left( \gamma_0^\dagger + \gamma_0 \right)
\]

(2.2)

where \(N_f = \sum_{j=0}^{N-1} \gamma_j^\dagger \gamma_j\) is the fermion number. The Hamiltonian commutes with \(\exp(i\pi N_f)\), and thus we can find simultaneous eigenvalues for both operators. Hence, it is enough to solve the system for \(\exp(i\pi N_f) = \pm 1\) (its eigenvalues), i.e., solve the above fermion problem for periodic and anti-periodic boundary conditions.

We define \(r = \frac{1 + \exp(i\pi N_f)}{2}\). Then \(r = 0\) corresponds to periodic and \(r = 1\) corresponds to anti-periodic boundary conditions. We define the single particle spectrum with periodic and anti-periodic boundary conditions \(E_k^p\) and \(E_k^{ap}\), where \(k\) ranges over the respective first Brillouin zones, given by

\[
\Lambda_r = \left\{ \frac{2\pi}{N} \left( n - \frac{r}{2} \right) \mid n = 0, \ldots, N - 1 \right\}
\]
Here, we assume a uniform model and take \( g_j = g \) and \( J_j = J \) for all sites. We set \( |J| = 1 \) as it simply constitutes an overall rescaling of the energy. We will want to take a large \( N \) (thermodynamic) limit, and for \( J < 0 \), the ring frustration effects will lead to different limits for odd and even \( N \). Hence we take \( J = 1 \). This system, in the thermodynamic limit, has two distinct gapped phases for different values of \( g \), separated by a gapless QCP at \( g = 1 \).

In the uniform case, for both \( r = 0, 1 \), Eq 2.2 can be diagonalised using a Bogoliubov transformation to yield the single particle spectra \( E_k^{\text{ap}} \) and \( E_k^{\text{p}} \) for the antiperiodic and periodic boundary cases. It turns out that both the anti-periodic and periodic systems have the same dispersion relation, only differing in their first Brillouin zones (domains of \( k \)).

\[
H_r = \sum_{k \in \Lambda_r} E_k \left( \frac{1}{2} - d_{k,r}^\dagger d_{k,r} \right)
\]  

such that

\[
E_k = \begin{cases} 
  g + 1 & \text{for } k = 0 \\
  g - 1 & \text{for } k = \pi \\
  \sqrt{g^2 + 2g \cos k + 1} & \text{otherwise}
\end{cases}
\]  

(2.4)

Note that, although the Ising model is integrable, the linear low-energy dispersion relation at criticality \( (E_k \sim k) \) leads to a regularly-spaced energy spacing with a large number of degeneracies. As this eigenvalue distribution is neither RMT or Poissonian, we expect an SFF distinct from the two forms discussed earlier.

The partition function is given by a summation over the many-particle spectrum as

\[
Z(\beta) = \sum_{\{n_k\}, \text{even}} e^{-\beta \sum_k (\frac{1}{2} - n_k) E_k^{\text{ap}}} + \sum_{\{n_k\}, \text{odd}} e^{-\beta \sum_k (\frac{1}{2} - n_k) E_k^{\text{p}}}
\]  

(2.5)

where the first (second) summation over many-body states is restricted to those with an even (odd) number of fermions and \( k \in \Lambda_1 \) (\( k \in \Lambda_0 \)). This constraint can instead be written as

\[
Z(\beta) = \sum_{\{n_k\}} e^{-\beta \sum_k (\frac{1}{2} - n_k) E_k^{\text{ap}}} \delta_{\{n_k\}, \text{even}} + \sum_{\{n_k\}} e^{-\beta \sum_k (n_k - 1/2) E_k^{\text{p}}} \delta_{\{n_k\}, \text{odd}},
\]

\[
\delta_{\{n_k\}, \text{even}} = \frac{1}{2} \sum_{\sigma = 0, 1} e^{-i\pi \sigma \sum_k n_k}, \quad \delta_{\{n_k\}, \text{odd}} = \frac{1}{2} \sum_{\sigma = 0, 1} e^{-i\pi \sigma (\sum_k n_k - 1)}.
\]

This leads to a simple expression for the partition function in terms of the single particle spectrum:

\[
Z(\beta) = 2^{N-1} \left[ \prod_{k \in \Lambda_1} \cosh \left( \frac{\beta E_k^{\text{ap}}}{2} \right) + (-1)^N \prod_{k \in \Lambda_1} \sinh \left( \frac{\beta E_k^{\text{ap}}}{2} \right) \right] + \prod_{k \in \Lambda_0} \cosh \left( \frac{\beta E_k^{\text{p}}}{2} \right) - (-1)^N \prod_{k \in \Lambda_0} \sinh \left( \frac{\beta E_k^{\text{p}}}{2} \right)
\]  

(2.6)
We now study the behaviour of the partition function after analytic continuation in $\beta$, starting with the universal behavior and then discussing non-universal corrections. The universal behavior of this function at the critical point is obtained by sending $\beta, N \to \infty$ while holding $\beta/N \equiv z = a + ib$ constant. Since Eq. 2.6 is divergent as $N \to \infty$ due to the ground state energy, we must extract the divergent piece.

Anticipating universal behavior for small deviations away from the critical point, we take $g = 1 + \frac{\delta}{N}$ and express the partition function in terms of the variables $z, \delta$, and $N$.

$$Z (z, \delta, N) = e^{zF(\delta, N)} \left[ G (z, \delta, N) + e^{-2z|N+\frac{\delta}{2}|} H (z, \delta, N) + \Theta (- (N + \frac{\delta}{2})) I (z, \delta, N) \right]$$  \hspace{1cm} (2.7)

where

$$G(z, \delta, N) = \cosh \left( \frac{\delta z}{2} \right) p_0^+(z, \delta, N)^2 - \sinh \left( \frac{\delta z}{2} \right) p_0^-(z, \delta, N)^2 + \frac{e^{z\phi(\delta, N)}}{2} \left( p_1^+(z, \delta, N)^2 + p_1^-(z, \delta, N)^2 \right)$$

$$F(\delta, N) = 2f_0(\delta, N) - \delta_{N,even} \left| N + \frac{\delta}{2} \right| \phi (\delta, N) = \left| N + \frac{\delta}{2} \right| - 2 \left( f_0 (\delta, N) - f_1 (\delta, N) \right)$$

$$f_r(\delta, N) = \sum_{n=1}^{[N/2]} \Omega \left( \frac{2\pi}{N} \left( n - \frac{q}{2} \right), \delta, N \right)$$

$$p_r^a(a, \delta, N) = \prod_{n=1}^{[N/2]} \left( 1 + se^{-2z \phi(a, n-\frac{q}{2}, \delta, N)} \right)$$

$$\Omega (k, \delta, N) = \sqrt{\frac{\delta^2}{4} + N(N+\delta) \sin \left( \frac{k}{2} \right)^2}$$

This is just a rewriting of Equation 2.6 in the new variables, no limits have been taken. The exact expressions for $H (z, \delta, N)$ and $I (z, \delta, N)$ are given in Eq A2. Though this expression is complicated, we can make a few observations. As shown in Appendix B, all the terms in the brackets of Eq. 2.7 have finite limits as $N \to \infty$. $H (z, \delta, N)$ is exponentially damped when $\text{Re} (z) > 0$, and $\Theta (- (N + \frac{\delta}{2})) = 0$ as soon as $N > -\frac{\delta}{2}$. Therefore, neither $H (z, \delta, N)$ nor $I (z, \delta, N)$ contribute to the partition function at any polynomial order in $1/N$.

On the other hand, $F (\delta, N)$ diverges quadratically in $N$. This is expected, as $-F(\delta,N)/N$ is the leading order contribution to the free energy, which itself is extensive and should scale linearly with $N$. The leading contribution to the free energy will come from the ground state, and indeed, $F (\delta, N)$ is closely related to the ground state energy of the system.

$$-N E_0 = \phi (\delta, N) + F (\delta, N) + \delta_{N,even} \Theta (- (2N + \delta)) (2N + \delta) = \phi (\delta, N) + F (\delta, N)$$  \hspace{1cm} (2.8)

where the second equality holds for $\delta > -2N$. It can be shown from the further expansions of these terms in Appendix B that $E_0 = -\frac{2z}{2} (N + \frac{\delta}{2}) + \mathcal{O} \left( \frac{\delta^2 \log(N)}{N} \right)$.
For the SFF, the overall factor involving $F(\delta,N)$ will cancel out. Hence, only $G(z,\delta,N)$ will be relevant for calculating contributions to the SFF. The four terms in $G(z,\delta,N)$ reflect the four products in Eq 2.6. For $N$ even (odd) the first (second) two terms come from the periodic products, and the other two terms come from the anti-periodic products. The phase $\phi(\delta,z)$ reflects the difference in the ground state energies of the periodic and anti-periodic fermion system. It is also related to the gap between the ground and first excited state, $\Delta$ [16]. Precisely,

$$\Delta = (-1)^{(1-r)}\Theta(-g) \left( \phi(\delta,N) + \frac{\delta}{2} + (-1)^r \Theta(-2N+\delta)(2N+\delta) \right)$$

(2.9)

where $r = N + 1 \mod 2$ and the second equality holds when $g > 0$ or equivalently, $\delta > 0$. From the above formula and the expression for $\phi(\delta,\infty)$ we can see that in the thermodynamic limit, the spectrum in Eq. 2.3 is gapped, with the gap closing at $g = 1$. We can also see that for a finite system size, the critical point has a gap which scales as $1/N$.

The thermodynamic limit of Eq 2.7 and leading-order corrections are worked out carefully in Appendix B. We first consider the thermodynamic limit, where

$$p_r^i(z,\delta,\infty) = \prod_{n=1}^{\infty} \left( 1 + s e^{-2z\sqrt{\frac{\pi^2}{4} + \pi^2(n-\frac{1}{2})^2}} \right),$$

$$\phi(\delta,\infty) = \frac{|\delta|}{2} + \frac{1}{\pi} \int_{|\delta|}^{\infty} \frac{\sqrt{x^2 - \delta^2}}{\sinh(x)} \, dx.$$ 

Note that this gives an expression for the energy gap in the thermodynamic limit

$$N\Delta = \delta \Theta(\delta) + \frac{1}{\pi} \int_{|\delta|}^{\infty} \frac{\sqrt{x^2 - \delta^2}}{\sinh(x)} \, dx$$

(2.10)

in agreement with prior calculations [16].

At the critical point ($\delta = 0$), this reduces to

$$p_r^i(z,0,\infty) = \prod_{n=1}^{\infty} \left( 1 + s e^{-2z\pi(n-\frac{1}{2})} \right),$$

$$\phi(0,\infty) = \frac{1}{\pi} \int_{0}^{\infty} \frac{x}{\sinh(x)} \, dx = \frac{\pi}{4}.$$

Therefore, the thermodynamic limit of the quantum Ising model at criticality is

$$Z(z,0,N) = e^{2zN^2/s} \left( f_1(i) + f_2(i) \right)^2 + O\left( \frac{1}{N^2} \right),$$

(2.11)
where \( f(\tau) \) are Weber modular functions

\[
\begin{align*}
    f(\tau) &= q^{-\frac{1}{24}} \prod_{n=1}^{\infty} \left( 1 + q^{n - \frac{1}{2}} \right) = \frac{\eta^2(\tau)}{\eta(\frac{\tau}{2}) \eta(2\tau)}, \\
    f_1(\tau) &= q^{-\frac{1}{24}} \prod_{n=1}^{\infty} \left( 1 - q^{n - \frac{1}{2}} \right) = \frac{\eta(\frac{\tau}{2})}{\eta(\tau)}, \\
    f_2(\tau) &= \sqrt{2}q^{\frac{1}{24}} \prod_{n=1}^{\infty} (1 + q^n) = \frac{\sqrt{2} \eta(2\tau)}{\eta(\tau)},
\end{align*}
\]

with \( \eta(\tau) \) the Dedekind eta function. From this and the periodic properties of the Weber functions [17], one can see that the partition function is invariant under \( \tau \rightarrow -1/\tau \) and \( \tau \rightarrow \tau + 24 \) for \( \tau = iz \), but a translation \( \tau \rightarrow \tau + 8 \) only picks up a phase, and hence the SFF is periodic in \( b \) with period 8. For large \( a \), terms in \( p^a \) with larger frequencies are suppressed, and the SFF is predominantly sinusoidal with period 8. As \( a \rightarrow \infty \), the time dependence in general is suppressed, and \( g(a,b) \sim 1 \). In the opposite limit, \( a \rightarrow 0 \), each term in the product of \( p^a(z,0,\infty) \) contributes equally. These different frequencies contribute destructively except at integer values of \( b \), leading to an SFF sharply peaked at integer values of \( b \).

This expression for the partition function at the critical point (after factoring out the diverging piece) is in agreement with the modular invariant partition function of the Ising CFT [18]. In fact, the periodic behavior of the SFF at the Ising critical point can be predicted directly from its correspondence with the Ising CFT. In a conformal field theory, the partition function on a torus with lengths \( N \) and \( \beta \) can be directly written as [19]

\[
Z(\tau, \bar{\tau}) = \sum_{(h, \bar{h})} N_{h, \bar{h}} q^{h - \frac{1}{24} \bar{h} - \frac{\bar{h}}{24}} q^{h - \frac{\bar{h}}{24}}
\]  

(2.12)

where \( q \equiv e^{2\pi i \tau} \), \( N_{h, \bar{h}} \) is the degeneracy of states with conformal weight \((h, \bar{h})\), and

\[
\tau = \frac{i \beta}{N}, \quad \bar{\tau} = -\frac{i \beta}{N}.
\]

This summation includes both primary and descendant fields, and is hence not particularly useful for explicit calculations of the partition function. More practical calculations absorb contributions from irreducible representations of the conformal group into Virasoro characters, with each character corresponding to a primary field. For the Ising CFT with \( c = 1/2 \) and \( h = \bar{h} = 0, 1/2, 1/16 \), this recovers the non-divergent piece of Eq. 2.11, with the \( h = 1/16 \) character corresponding to the contribution with periodic boundary conditions and the other two characters corresponding to anti-periodic boundary conditions [20].

In deriving the periodic nature of the SFF, it is simpler to use Eq. 2.12, with contributions from both primary and descendant fields. The SFF is obtained by analytically continuing \( \beta \rightarrow \beta + it \),
yielding

\[ Z(\beta + it)Z(\beta - it) = \sum_{h,g} N_{h,g} \exp \left[ -\frac{2\pi \beta}{N} (h + h + g + \bar{g} - \frac{c}{6}) + it \frac{2\pi}{N} (h + h - g - \bar{g}) \right] . \]

From this, one can see that the SFF is periodic in \( t/N \) with period \( n \) if

\[ n(h + h - g - \bar{g}) \in \mathbb{Z} \forall h, g. \]

Since the dimension of descendent fields differ from the dimension of their corresponding primary field by an integer, this condition only needs to be satisfied for the primary fields. This condition can be satisfied for some \( n \) for any rational CFT, since all the scaling dimensions of the primary fields are rational numbers. This periodic structure has been previously noted [19, 21], although rational CFTs can still host non-trivial SFFs if one takes \( n \) to be large. For the Ising CFT, with primary scaling dimensions \( 0, 1/2, \) and \( 1/16 \), the SFF is periodic in \( t/N \) with period \( 8 \). This is the leading order behavior of the Ising model SFF for large \( \beta/N \), although the non-universal behavior is not captured. This argument also applies to other minimal models with corresponding critical points - for example, the three-state Potts model at criticality should have a periodic SFF with a period of 15.

We now consider corrections to the partition function, both from finite \( N \) and non-zero \( \delta \). The resulting expression, up to \( \mathcal{O}(\delta, \delta^2) \) corrections, is

\[ Z(z, \delta, N) = e^{i\tau \tilde{F}(\delta, N)} \left( Z_{00}(\tau) + \delta Z_{10}(\tau) + \frac{1}{2} \left( \frac{1}{N^2} Z_{02}(\tau) + 2 \delta \frac{\delta}{N} Z_{11}(\tau) + \delta^2 Z_{20}(\tau) \right) + \cdots \right) \]

where \( \tau = iz \) and

\[ \tilde{F}(\delta, N) = -\frac{1}{2\pi} \left( N^2 + N\delta + \delta^2 \log(N)/8 \right) \]

\[ Z_{00}(\tau) = \frac{f(\tau)^2 + f_1(\tau)^2 + f_2(\tau)^2}{2} \]

\[ Z_{10}(\tau) = \frac{i\tau}{2} \eta(\tau)^2 \]

\[ Z_{02}(\tau) = -\frac{i\tau}{4\pi} G_4(\tau) \]

\[ Z_{11}(\tau) = -\frac{i\tau}{4\pi} G_2(\tau) \]

\[ Z_{20}(\tau) = -\frac{i\tau}{4\pi} G_0(\tau) - \left( \frac{\tau^2}{8} - \frac{i\tau}{2\pi} \log(2) \right) f_2(\tau)^2 \]

where

\[ G_{2k}(\tau) = \frac{1}{2^{2k}} G_{2k} \left( \frac{\tau}{2} \right) \left( f(\tau)^2 - f_1(\tau)^2 \right) + G_{2k}(2\tau) \left( f(\tau)^2 - f_2(\tau)^2 \right) \]

\[ + \frac{1}{2} G_{2k}(\tau) \left( f_1(\tau)^2 + f_2(\tau)^2 - \left( 1 + \frac{4}{2^{2k}} \right) f(\tau)^2 \right) \]

Here, \( G_{2k}(\tau) \) for \( k > 0 \) is the Eisenstein Series of weight \( 2k \). We define \( G_0(\tau) = \log \left( \frac{\eta(\tau)^4}{\eta(\tau)} e^{-\frac{\tau}{\tau+1}} \right) - 2(\gamma - 1) \) to bring the \( Z_{20} \) term to a more familiar expression. This log is defined such that \( G_0(\tau) \) is continuous and \( G_0(ia) \) is real for real \( a \).
FIG. 1. The SFF of the clean Ising model at criticality, plotted as a function of dimensionless parameters \( a = \beta/N \) and \( b = t/N \). For all values of \( a \), the SFF is periodic in \( b \) with a period of 8. The dominant contribution for large \( a \) is a sinusoidal function with period 8, with higher frequency contributions becoming more prominent with smaller \( a \).

We first focus on the finite-size corrections to the partition function, and by analogy the SFF, at criticality. The leading order corrections are proportional to \( \tau/N^2 \), as the \( \tilde{G}_4(\tau) \) component is purely oscillatory - hence, deviations from universality will grow in \( \tau \) at a rate proportional to \( 1/N^2 \). This prediction holds up to \( \tau \sim N^2 \), at which point the perturbative expansion begins to break down.

Away from the critical point (\( \delta \neq 0 \)), the leading-order corrections are given by \( Z_{10} \). These corrections grow linearly in \( \tau \) at a rate proportional to \( \delta \). Therefore, we expect critical behavior to hold approximately up to timescales \( \tau \sim \delta \), at which point deviations become prominent.

These predictions are verified numerically by calculating the full partition function of the Ising model as given in Eq. 2.6. At criticality, the SFF is indeed periodic in time, with a period and amplitude dependent on the parameters \( N \) and \( \beta \). As expected from the critical exponent \( \nu = 1 \) for the Ising model (i.e., \( N \sim t \sim \beta \)), the dominant behavior of the SFF only depends on the dimensionless parameters \( a \) and \( b \). With this rescaling of time, the SFF is periodic with a period of 8. The SFF in these rescaled values is shown in Fig. 1. As predicted by perturbation theory, deviations from this universal behavior will grow linearly in \( b \) at a rate proportional to \( 1/N^2 \). This behavior, as well as exact agreement with analytic calculations at early times, is verified in Fig. 2 and Fig. 3.
FIG. 2. (Left) By numerically calculating the difference between the clean Ising SFF at finite system sizes and the universal behavior predicted analytically, one can see that these deviations grow linearly in $t/N$. The above data was obtained for $a = \beta/N = 0.5$, with each point obtained by averaging the deviations across a small window of time, in order to smooth out the data and make the overall linear trend more evident. Analytic predictions are overlaid as dotted lines. (Right) The slope of the deviations, multiplied by $N^2$, is constant across a range of system sizes, as predicted by perturbation theory. This constant can also be predicted analytically, as the leading-order correction is of the form $G_4(\tau)$, with $G_4(\tau)$ oscillatory in time. Averaging over $|G_4(\tau)|$ yields an average slope of $\approx 0.312/N^2$ for $a = 0.5$, in good agreement with numerical results.

III. SFF OF THE DISORDERED ISING MODEL

We now consider the disordered Ising model at criticality, and its corresponding SFF. This model is identical to the clean model given by Eq. 2.1, except $J$ and $g$ are replaced with random variables $J_i$ and $g_i$ which vary from site to site. The exact nature of randomness is unimportant; for our purposes, we will take $J_i$ and $g_i$ to be Gaussian distributed with mean $\mu_J$, $\mu_g$ and variances $\sigma_J^2$, $\sigma_g^2$. The SFF of this model has been previously studied for small system sizes [22], although the critical behavior remains unstudied. The introduction of disorder modifies the critical behavior of the Ising model [14]. At the phase transition ($\mu_J = \mu_g = 1$), the system is at an infinite-randomness fixed point, where the probability distribution of observables become broadly distributed.

The critical behavior of the disordered Ising model is best understood by a disorder renormalization group procedure. This method works by successively eliminating the highest energy terms in the Hamiltonian, leading to an effective low-energy theory. Consider an individual realization of the disordered Ising model, specified by a set of parameters $\{J_i, g_i\}$. We first take the term with the largest energy - either a transverse field $g_i$ or an interaction $J_i$. If the largest term is a transverse field, we set the $i$’th spin to be in its ground state, $\sigma_i^x = 1$, and virtual excitations are
FIG. 3. Deviations from the universal behavior of the clean Ising SFF at criticality, with both the numerical results (left) and analytic predictions (right). At early times, the two agree well. Parameters used are $N = \beta = 50$.

treated in perturbation theory which modifies the neighboring interactions. If the largest term is an interaction, the two neighboring spins are combined to form a single, effective spin (cluster) with a modified transverse field. This procedure is repeated, generating a new effective low-energy theory at each step. This leads to a broadening distribution of the effective transverse fields and interactions as the energy scale is lowered. This in turn leads to the RG procedure becoming more accurate, as the largest energy term in each step becomes more likely to be substantially greater than the neighboring terms.

The precise details of this RG flow were worked out by Fisher [14]. To understand the SFF of the disordered Ising model at criticality, we will cite several relevant results. At an energy scale $\Omega$, the typical density of clusters per unit length is given by

$$n \sim \frac{1}{\ln^2 \left( \frac{\Omega_f}{\Omega} \right)}$$

(3.1)

where $\Omega_f$ is a UV cutoff given by the largest energy scale of the model. This logarithmic relation between length and energy scales is a general feature of the disordered fixed point, as the average energy gap between the ground and first excited state scales as $[23]$

$$\Delta E \sim e^{-\sqrt{N}}$$

(3.2)

as opposed to the $\Delta E \sim 1/N$ behavior in the clean Ising model. Finally, when working at finite system size, it is important to note that the length scale in the RG process at which the effective couplings and transverse fields become broadly distributed is on the order of $1/V_f$, where

$$V_f \sim \text{var}(\ln J) + \text{var}(\ln g) \sim \sigma_J^2 + \sigma_g^2.$$  

(3.3)

In the thermodynamic limit, any amount of disorder will cause the system to flow to the disordered critical point; for a finite system, one must have $NV_f \gg 1$ in order for behavior to be well-described
by the disordered critical point. In our numerical calculations, we verify that the energy gap scaling predicted by Eq. 3.2 holds in the parameter regime we consider, which indicates that our disorder is sufficiently strong.

The SFF for the disordered Ising model is evaluated numerically with a method identical to the clean model. For each realization, a Jordan-Wigner transformation is used to convert the system to free fermions, for which a single-particle spectrum is obtained. The partition function is then given by Eq. 2.6. The numerically calculated SFF is shown in Fig. 4 for a representative system size and temperature. For generic system sizes and temperatures, so long as the disorder is strong enough for Eq. 3.2 to hold, the SFF have a simple plateau behavior, with no sign of an RMT ramp. This absence of a ramp suggests Poissonian statistics in the eigenvalue spacing. Indeed, the eigenvalue spacing at low energies, shown in Fig. 5, is Poissonian and no indication of level repulsion is observed for systems sizes up to \( N = 1000 \). This result is not obvious, as the localization length of the eigenstates is known to diverge at zero energy [24–26]. As extended states typically display eigenvalue repulsion, one might expect the SFF to display RMT behavior at low temperatures. This transition from Poissonian to Wigner-Dyson statistics at low energy due to a delocalization transition is present in a number of other disordered systems [27–29], although all previous examples involve interacting fermions. We attribute the lack of eigenvalue repulsion to the fact that, while the average localization length scales as \( \xi_a \sim \ln^2 E \), the typical localization length, which occurs with probability 1, scales as \( \xi_t \sim \ln E \sim \sqrt{N} \) at low energies [25, 26], where we have used Eq. 3.2 in the final step. Therefore, while the average localization length may become on the order of the system size, this only arises due to a few anomalous states with large localization length. For a finite system size, one cannot reach a low enough energy such that typical eigenstates extend across the entire system. As our system is at a critical point, we expect the SFF for different parameters to collapse onto a universal function. This can be seen by understanding the behavior of the plateau, which we have previously shown is connected to the entropy via Eq. 1.6. The entropy of the disordered SFF at finite temperature is calculated by performing the disordered renormalization group procedure up to an energy scale \( \Omega = T = \frac{1}{\tau} \). Each free cluster at that energy scale contributes \( \ln 2 \) to the entropy, leading to an entropy density (using Eq. 3.1) of

\[
\frac{S}{N} \sim \frac{1}{\ln (\beta \Omega_i)^2}. \tag{3.4}
\]

The plateau value, \( g_p \), is then given by

\[
\ln g_p(\beta)/N \sim \left[ \ln (2\beta \Omega_i)^{-2} - 2 \ln (\beta \Omega_i)^{-2} \right] \\
\sim \frac{1}{(\ln \beta \Omega_i)^2}, \tag{3.5}
\]

where in the final line, we have assumed \( \beta \Omega_i \gg 1 \). This scaling behavior agrees well with numerical
FIG. 4. The SFF of the disordered Ising model at criticality, with parameters $N = 400$, $\beta = 200$, $\sigma_J = \sigma_g = 1$. In contrast with the ramp behavior expected in chaotic theories, this SFF quickly decays from its initial value to a constant plateau. This behavior is typical for generic parameter values, so long as $\sigma_J, \sigma_g$ are large enough to bring the finite-size system to the disordered critical point.

FIG. 5. At low energies, the single particle level spacing $s$ of the disordered Ising model at criticality is Poissonian, and shows no indication of eigenvalue repulsion or RMT behavior. Shown is the level spacing and a Poissonian fit for the lowest 1% of single-particle eigenvalues for $N = 1000$, $\sigma_J = \sigma_g = 1$.

results, as shown in Fig. 6. One should also expect the plateau time $t_p$ to exhibit universal behavior as a function of $\beta$ and $N$. Since the plateau is indicative of the discreteness of the spectrum, we predict $t_p$ to scale inversely with the typical energy spacing. Like the energy gap, this scales as $e^{-\sqrt{N}}$. Additionally, since $t$ and $\beta$ are related to each other via analytic continuation, one would
FIG. 6. The plateau value of the SFF, computed numerically and fitted to Eq. 3.5. The numerical data is obtained for system sizes $40 < N < 120$ and $40 < \beta < N$. $\sigma = 1$ for all data points. The collapse for different values of $N$ is not perfect, indicating additional contributions to the entropy.

FIG. 7. The scaling of the plateau time, $t_p$, of the disordered Ising SFF at criticality. The numerical results are consistent with a $t_p \sim e^{\sqrt{N}} \sim \beta$ scaling; however, the small variance in plateau time is unable to definitely rule out other possible scaling behavior.

expect $t_b \sim \beta$. Unfortunately, the plateau time does not vary sufficiently as a function of either $N$ or $\beta$ within numerically-accessible ranges to definitively rule out other forms of scaling. In other words, the predicted scaling behavior is indeed consistent with numerical results, but the range of numerically-accessible system sizes is insufficient to see the failure of other forms of scaling, like $t_b \sim N$. 
IV. CONCLUSIONS

The scaling limit of the clean quantum-critical Ising chain is described by a CFT in which all operators have a rational scaling dimension. Consequently the energy levels in a finite-size system are rational numbers, and SFF is a periodic function of time, as shown in Fig. 1. However, even at the critical point, there are deviations from rationality in a lattice model. These deviations are shown in Fig. 2 and 3: there is excellent agreement between our numerics and the analytic computation of such corrections.

The critical behavior of the random Ising chain is described by an infinite-randomness fixed point [14]. This fixed point specifies the low energy spectrum, and we have shown that it also controls the long-time limit of the SFF. The SFF of this model follows a simple plateau behavior, with no signs of the emergence of an RMT ramp within numerically-accessible system sizes. The infinite-randomness fixed point predicts a universal scaling behavior for the SFF plateau value, which is in good agreement with numerics, as shown in Fig. 6.

In both these models, the SFF provides valuable insights into the energy level statistics and universality. In the former case, the emergence of a periodic SFF at criticality is indicative of a regular level spacing and an underlying rational CFT description. In the latter case, the simple plateau behavior corresponds to predominantly Poissonian level statistics. In both cases, features of the SFF become universal functions of dimensionless parameters, as is common of observables in critical models.
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Appendix A: Simplification of the Clean Ising Partition Function

Here, we provide a more explicit calculation of Eq. 2.7 from the original form of the partition function. Starting from Eq. 2.6, we first extract the $k = 0$ and $k = \pi$ modes, as they have a different dispersion. Because $\Omega (k, \delta, N)$ is symmetric about $k = \pi/2$, we can restrict the product over the remaining $k$ to extend from $n = 1, \ldots, [N/2]$. For finite $N$, this leads to slightly different
expressions whether $N$ is even or odd. For each case,

$$
Z(z, \delta, N)|_{N_{\text{odd}}} = e^{2z f_0(\delta, N)} \left( \cosh \left( \frac{\delta z}{2} \right) p_0^+ (z, \delta, N)^2 \right) - \sinh \left( \frac{\delta z}{2} \right) p_0^- (z, \delta, N)^2 \\
+ \frac{1}{2} e^z \left( 1 + e^{-|N+\delta/2|} \right) (1 + e^{-|2N+\delta|}) p_1^+ (z, \delta, N)^2 \\
+ \sgn \left( -(N+\delta/2) \right) \left( 1 - e^{-|2N+\delta|} \right) p_1^- (z, \delta, N)^2 \\
$$

$$
Z(z, \delta, N)|_{N_{\text{even}}} = \frac{1}{2} e^{2z f_1(\delta, N)} \left( p_1^+ (z, \delta, N)^2 + p_1^- (z, \delta, N)^2 \right) \\
+ e^z \left( 1 + e^{-|2N+\delta|} \right) \frac{\cosh \left( \frac{\delta z}{2} \right)}{1 - e^{-|2N+\delta|}} p_0^+ (z, \delta, N)^2 \\
- \frac{\sgn \left( -(N+\delta/2) \right) \sinh \left( \frac{\delta z}{2} \right)}{1 - e^{-|2N+\delta|}} p_0^- (z, \delta, N)^2
$$

(A1)

where $f_r(\delta, N)$ and $p_r^s(z, \delta, N)$ are as given by Eq 2.7. The four terms are written in the same order as the products in Eq 2.6. It is easy to see that the above partition function can be written as in Eq 2.7 with

$$
H(z, \delta, N) = \begin{cases} 
- \frac{\cosh \left( \frac{\delta z}{2} \right)}{1 + e^{-2z|N+\delta/2|}} \frac{p_0^+ (z, \delta, N)^2}{1 + e^{-2z|N+\delta/2|}} + \frac{\sgn \left( N + \frac{\delta}{2} \right)}{1 - e^{-2z|N+\delta/2|}} \frac{\sinh \left( \frac{\delta z}{2} \right) p_0^- (z, \delta, N)^2}{1 - e^{-2z|N+\delta/2|}} & \text{for even } N \\
\frac{e^{\delta \phi(\delta, N)}}{2} (p_1^+ (z, \delta, N)^2 - p_1^- (z, \delta, N)^2) & \text{for odd } N 
\end{cases}
$$

$$
I(z, \delta, N) = \begin{cases} 
2 \sinh \left( \frac{\delta z}{2} \right) p_0^- (z, \delta, N)^2 & \text{for even } N \\
-e^{\delta \phi(\delta, N)} p_1^- (z, \delta, N) & \text{for odd } N 
\end{cases}
$$

(A2)

Appendix B: Corrections to the Partition Function and SFF

At criticality, we calculate the finite-size corrections to the partition function, and hence the SFF.

We calculate corrections term-wise. First we take $F(\delta, N)$,

$$
F(\delta, N) = 2 \sum_{n=1}^{N/2} \left[ \left( N + \frac{\delta}{2} \right) \sin \left( \frac{\pi n}{N} \right) + \frac{\delta^2}{8N} \cot \left( \frac{\pi n}{N} \right) \cot \left( \frac{\pi n}{N} \right) \right] - \left| N + \frac{\delta}{2} \right| \delta_{N, \text{even}} + O_3 \\
= \left( N + \frac{\delta}{2} \right) \cot \left( \frac{\pi}{2N} \right) + \frac{\delta^2}{4\pi} \left( \log \left( \frac{2N}{\pi} \right) + \gamma - 1 + O_2 \right) + O_3 \\
= \frac{2}{\pi} N^2 + \frac{N\delta}{\pi} - \frac{\pi}{6} + \frac{\delta^2 \log (N)}{4\pi} - \frac{\pi^3}{360 N^2} - \frac{\pi}{12N} - \frac{\delta^2}{4\pi} \log \left( \frac{2e^{\gamma-1}}{\pi} \right) + O_3
$$

(B1)
This gives,
\[
e^{zF(\delta,N)} = e^{z\left(\frac{N^2\pi^2 - \pi + N\frac{4}{3} + e^{\delta\log(\pi)}\gamma}{4\pi}\right)} \left(1 + z \left(-\frac{\pi^3}{360N^2} \frac{1}{\sqrt{2}} - \frac{\pi}{12N} \frac{\delta}{2} + \frac{\log(\pi\gamma)}{4\pi} \delta^2\right) + \mathcal{O}_3\right)
\]  \hspace{1cm} (B2)

Next, we evaluate the phase \(\phi(\delta,N)\) as follows,
\[
\phi(\delta,N) = \left|N + \frac{\delta}{2}\right| - 2\left(f_0(\delta,N) - f_1(\delta,N)\right)
\]
\[
= \sum_{n=1}^{2N-1} (-1)^{n-1} \Omega\left(\frac{\pi n}{N}, \delta, N\right)
\]
\[
= \sum_{n=1}^{2N-1} (-1)^{n-1} \left(N \sin\left(\frac{\pi n}{2N}\right) + \frac{\delta}{2} \sin\left(\frac{\pi n}{2N}\right) + \frac{\delta^2}{8N} \cos\left(\frac{\pi n}{2N}\right) \cot\left(\frac{\pi n}{2N}\right) + \mathcal{O}_5\right)
\]
\[
= N \tan\left(\frac{\pi}{4N}\right) + \frac{\delta}{2} \tan\left(\frac{\pi}{4N}\right) + \frac{\log(2)}{2\pi} \delta^2 + \mathcal{O}_3
\]  \hspace{1cm} (B3)

Taylor expanding again,
\[
e^{z\phi(\delta,N)} = e^{\frac{z\pi}{4}} \left(1 + z \left(-\frac{\pi^3}{192N^2} \frac{1}{\sqrt{2}} + \frac{\pi}{8N} \frac{\delta}{2} + \frac{\log(2)}{2\pi} \delta^2\right) + \mathcal{O}_3\right)
\]  \hspace{1cm} (B4)

For \(G(z,\delta,N)\) we need to evaluate the limits of the terms \(p^s_n(z,\delta,N)\).
\[
G(z,\delta,N) = \cosh\left(\frac{\delta z}{2}\right) p^+_0(z,\delta,N)^2 - \sinh\left(\frac{\delta z}{2}\right) p^-_0(z,\delta,N)^2 + \frac{e^{z\phi(\delta,N)}}{2} \left(p^+_1(z,\delta,N)^2 + p^-_1(z,\delta,N)^2\right)
\]  \hspace{1cm} (B5)

It requires a careful analysis to see that this limit exists.
\[
p^s_n(z,\delta,N) \to \prod_{n=1}^{\infty} \left(1 + s e^{-2z\sqrt{\frac{\pi^2}{4} + \pi^2(n - \frac{\delta}{2})^2}}\right)
\]  \hspace{1cm} (B6)

A key point used to show the existence of the above limit is that we can take the limit \(N \to \infty\) in two parts, that is,
\[
\lim_{N \to \infty} p^s_n(z,\delta,N) = \lim_{n_0 \to \infty} \lim_{N \to \infty} \prod_{n=1}^{n_0} \left(1 + s e^{-2z\Omega\left(\frac{\pi}{N}\left(n - \frac{\delta}{2}\right),\delta,N\right)}\right)
\]  \hspace{1cm} (B7)

The \(n_0\) limit converges exponentially fast. So we will find all the corrections from the \(N\) limit and the \(n_0\) limit corrections will have no effect in perturbation theory. This justifies the Taylor expansions in the the following steps. The \(n_0\) corrections to the perturbative corrections in \(\frac{1}{N}\), \(\delta\) are exponentially small.

Taylor expanding
\[
e^{-2z\Omega(\delta,N)} = e^{-2z\Omega(n - \frac{\delta}{2})} \left(1 + z \left(-\frac{\pi^3}{3N^2} \frac{(n - \frac{\delta}{2})^3}{3} - \frac{\delta}{N} \frac{\pi}{2} \left(n - \frac{r}{2}\right) - \frac{\delta^2}{4\pi} \frac{1}{\left(n - \frac{\delta}{2}\right)}\right) + \mathcal{O}_3\right)
\]  \hspace{1cm} (B8)
Let \( A_n = s e^{-2\pi z(n - r/2)} \) and \( B_n \) be the term of \( \mathcal{O}_2 \). Then,

\[
p^s_r(z, 0, N) = \prod_{n=1}^{\lfloor N/2 \rfloor} (1 + A_n) + \sum_{m=1}^{\lfloor N/2 \rfloor} \left( B_m \prod_{n=1, n \neq m}^{\lfloor N/2 \rfloor} (1 + A_n) \right) + O_3
\]

\[
= \prod_{n=1}^{\lfloor N/2 \rfloor} (1 + A_n) \left( 1 + \sum_{m=1}^{\lfloor N/2 \rfloor} \frac{B_m}{1 + A_m} \right) + O_3
\]

\[
= \prod_{n=1}^\infty (1 + A_n) \left( 1 + \sum_{m=1}^\infty \frac{B_m}{1 + A_m} \right) + O_3
\]

\[
= p^s_r(z, 0, \infty) \left( 1 + z \left( \frac{1}{N^2} R^s_{r, 3}(z) - \delta \frac{\pi}{N} R^s_{r, 1}(z) - \frac{3}{4\pi} R^s_{r, -1}(z) \right) + O_3 \right)
\]

where in the second last step, we replaced all upper bounds by \( \infty \) as they would give exponentially small corrections and

\[
R^s_{r, t}(z) = \sum_{n=1}^\infty \frac{(n - \frac{r}{2})^t}{1 + s e^{2\pi z(n - \frac{r}{2})}}
\]

It is easy to see that

\[
R^+_{1, t}(z) + R^+_{0, t}(z) = \frac{1}{2^t} R^+_{0, t} \left( \frac{z}{2} \right)
\]

\[
R^+_{r, t}(z) + R^-_{r, t}(z) = 2R^-_{r, t}(2z)
\]

Next we write \( p^s_j(z, 0, \infty) \) and \( R^s_j(z) \) in terms of modular forms and related quantities. We have

\[
p^{-1}_0(z, 0, \infty) = q^{-\frac{1}{24}} \eta(\tau)
\]

\[
R^{-1}_{0, 3}(z) = \frac{1}{240} \left( 1 - \frac{45}{\pi^4} G_4(\tau) \right)
\]

\[
p^+0(z, 0, \infty) = \frac{q^{-\frac{1}{24}}}{\sqrt{2}} f_2(\tau)
\]

\[
R^{-1}_{0, 1}(z) = -\frac{1}{24} \left( 1 - \frac{3}{\pi^2} G_2(\tau) \right)
\]

\[
p^{-1}_1(z, 0, \infty) = q^{\frac{1}{24}} f_1(\tau)
\]

\[
R^{-1}_{0, -1}(z) = \log \left( q^{-\frac{1}{24}} \eta(\tau) \right)
\]

\[
p^+1(z, 0, \infty) = q^{\frac{1}{24}} \eta(\tau)
\]

where \( \tau = iz \) and \( q = e^{2\pi i z} \). In the last expression for \( R^{-1}_{0, -1}(z) \) the log is chosen such that \( R^{-1}_{0, -1}(z) \) continuous and is real for real \( z \). Plugging in these expressions to the definition of \( G(z, \delta, N) \), multiplying with the term \( e^{zF(\delta, N)} \) and finally expanding to the relevant orders, we obtain the perturbation theory expression for the partition function mentioned in Eq 2.13.

The SFF can further be calculated. We define,

\[
\tilde{g}_\infty (a) = \frac{Z_{00} (ia - b)}{Z_{00}(ia)} \quad \tilde{g}_{ij}(a, b) = \frac{Z_{ij} (ia - b)}{Z_{00}(ia - b)} - \frac{Z_{ij} (ia)}{Z_{00}(ia)} \quad \tilde{h}_{ij}(a) = \frac{Z_{ij} (ia)}{Z_{00}(ia)}
\]
In terms of these parameters, the SFF is given by

\[
g(a, b, \delta, N) = |\bar{g}_\infty(a, b)|^2 \left( 1 + 2\text{Re}(\bar{g}_{10}(a, b)) \delta + 2\text{Re}(\bar{g}_{11}(a, b)) \frac{\delta}{N} + \text{Re}(\bar{g}_{02}(a, b)) \frac{1}{N^2} + \delta^2 \left( \text{Re}(\bar{g}_{20}(a, b)) + |\bar{g}_{10}(a, b)|^2 - 2h_{10}(a) \text{Re}(\bar{g}_{10}(a, b)) \right) \right)
\]

(B14)

Agreement between this complicated expression and the numerically-evaluated SFF has been verified, and confirmed to hold for early times.


