Orbital currents in insulating and doped antiferromagnets
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We describe square lattice spin liquids which break time-reversal symmetry, while preserving translational symmetry. The states are distinguished by the manner in which they transform under mirror symmetries. All the states have non-zero scalar spin chirality, which implies the appearance of spontaneous orbital charge currents in the bulk (even in the insulator); but in some cases, orbital currents are non-zero only in a formulation with three orbitals per unit cell. The states are formulated using both the bosonic and fermionic spinon approaches. We describe states with $\mathbb{Z}_2$ and U(1) bulk topological order, and the chiral spin liquid with semionic excitations. The chiral spin liquid has no orbital currents in the one-band formulation, but does have orbital currents in the three-band formulation. We discuss application to the cuprate superconductors, after postulating that the broken time-reversal and mirror symmetries persist into confining phases which may also break other symmetries. In particular, the broken symmetries of the chiral spin liquid could persist into the Néel state.

I. INTRODUCTION

A puzzling feature of the underdoped pseudogap regime of the hole-doped cuprate superconductors is the presence of numerous experimental signals of time-reversal symmetry breaking and associated orbital currents [1–6]. These features do not appear to be naturally connected to other characteristics of the pseudogap phase: the anti-nodal gap in the fermion spectrum or the antiferromagnetic and charge density wave orders observed at lower temperature or doping.

In this paper we shall take the view, following other recent work [7–9], that the orbital currents are characteristics of a parent ‘spin liquid’ or ‘topologically ordered’ state. The topological order induces a gap in the antinodal fermion spectrum, and the time-reversal symmetry breaking is an ancillary feature which is not directly connected to the gap. The onset of conventional symmetry-breaking orders (such as the Néel order) is likely associated with a confinement transition, but we assume that the time-reversal symmetry breaking and the orbital currents survive across such a transition. So this paper will explore the patterns of orbital currents in some reasonable candidate spin liquid states.

In the early studies of square lattice spin liquids, two distinct approaches were used. These represented the spins in terms of fractionalized spinon operators, using either a canonical Schwinger fermion or Schwinger boson for the spinon operator. In a more general language, adapted for easier identification of the charged excitations and extension to the doped insulator, these two approaches can be identified with a formalism that transforms to a rotated reference frame in pseudospin or spin space, respectively. These formalisms lead to two distinct SU(2) gauge theories of spin liquids, which we will review in Section II.

We find 4 important classes of spin liquids which break time-reversal symmetry, and their broken mirror symmetries are illustrated in Table I. The patterns are shown in both the single Cu-orbital model, and the three-orbital CuO$_2$ model, of the cuprate superconductors; these models will be recalled later in this paper. A complementary study of broken time-reversal and mirror symmetries in weakly-coupled Fermi liquids was presented by Sun and Fradkin [10], and there are some connections to our classifications. We note the relationships between the states in Table I and previous studies:

- Patterns B and C were proposed by Varma [11, 12] in the three-orbital models of the cuprate superconductors which do not have fractionalization. Pattern B was also discussed by Sun and Fradkin [10] in a weak-coupling theory.

- Patterns A and B appeared in studies of $\mathbb{Z}_2$ spin liquids using bosonic [7, 8] and fermionic [9] spinons, both in the 1-orbital model.

- Pattern D appeared in the study by Sun and Fradkin [10] and others [13, 14].

We note that among these 4 patterns, it is pattern D alone which does not possess a mirror plane symmetry (without composing with time-reversal) along any orientation within the plane of the square lattice (it has the same symmetries as the orbital magnetic field perpendicular to the CuO$_2$ planes). Consequently, pattern D is the only pattern which yields a non-zero Kerr effect, and a non-zero anomalous Hall effect in the metallic case.

In this paper, we will provide a bosonic spinon theory of patterns A, B, and C in the three-orbital model in Section III. As is noted in Table I, the orbital currents in pattern C are non-zero only in the three-orbital model.

We will also present both bosonic and fermionic spinon theories of pattern D. In the bosonic spinon approach, described in Section III, the saddle-point yields a state with $\mathbb{Z}_2$ (i.e. like in the toric code) or U(1) topological order. In contrast, the fermionic spinon approach, described in Section IV, leads to an induced Chern-Simons term for the emergent gauge field, and so the resulting state is a chiral spin liquid [15, 16]. So for pattern D, we obtain distinct spin liquid states from the bosonic and
fermionic spinon approaches. Orbital charge currents vanished in previous single-band studies of the chiral spin liquid. Here, we will present a three-band formulation of the chiral spin liquid, and show that it has spontaneous orbital currents as in pattern D.

We will also discuss additional measurable quantities that allow to distinguish between the four different patterns A-D, both for the one- and three-orbital model. For instance, all four patterns exhibit distinct combinations (as dictated by the magnetic point symmetries) of scalar spin chiralities ($\mathbf{S}_i \cdot (\mathbf{S}_j \times \mathbf{S}_k)$), where $\mathbf{S}_i$ is the spin operator on site $i$ and $i, j, k$ are nearest neighbors. We also show that the different patterns can be detected in time-reversal invariant observables, such as the overlap of the Wannier states along the different bonds which is, in prin-

### TABLE I. Summary of the four different orbital-current configurations, A, B, C, and D, we consider in this work. In the second and third column, the corresponding loop-current patterns are shown in the one- and three-orbital model, respectively. We focus on one unit cell as the states are all assumed to be invariant under lattice translations. We also indicate (in blue) the generators of the (two-dimensional) residual magnetic point group consistent with the current patterns. Here, $\Theta$ denotes time-reversal, $\sigma_{x',z'}$ reflection at the $x_1x_2$-plane, $\sigma_d$, $\sigma_{d'}$ reflection at the planes going through the diagonals of the square lattice, and $C_4$ represents four-fold rotation along the $z$ axis. The fourth column shows the symmetry properties (using differently textured blue lines) of the overlap (or kinetic energy) $K$ of the orbitals along the different nearest-neighbor bonds in the three-orbital model. As we discuss in detail in Sec. V, some bonds that have identical overlap in the absence of a magnetic field $B_z$ perpendicular to the plane (labeled by the same number $n$ or $n'$, i.e., $K_n = K_{n'}$ at $B_z = 0$) will assume different values if a magnetic field is applied along the $z$ direction ($K_n \neq K_{n'}$ for $B_z \neq 0$). This can be used to reveal the non-trivial magnetic symmetries of loop current patterns with experimental probes, such as scanning tunneling microscopy (STM), that are only sensitive to time-reversal-even observables. For $B_z \neq 0$, also the symmetries of the loop currents change, which we have indicated by the red numbers in the third column using the same convention as for $K_n$. The fifth column provides the associated (three-dimensional) magnetic point groups in the absence ($B_z = 0$) and presence ($B_z \neq 0$) of a magnetic field. Finally, the last column states the respective symmetries of $e_n$ and $b_n$, defined in Eq. (3.12) for the three-orbital model, which we use throughout the paper to construct order parameters for the different loop-current patterns.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>1-orbital model</th>
<th>3-orbital model</th>
<th>Kinetic energies</th>
<th>Mag. point group</th>
<th>$e_n$, $b_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td><img src="image1" alt="Diagram A" /></td>
<td><img src="image2" alt="Diagram A" /></td>
<td>$m'mn(B_z = 0)/m'2mn(B_z \neq 0)$</td>
<td>$\Theta\sigma_{x',z'}$</td>
<td>$b_1 = b_2 = -b_3 = -b_4,$ $e_n = e_{n+1}$</td>
</tr>
<tr>
<td>B</td>
<td><img src="image3" alt="Diagram B" /></td>
<td><img src="image4" alt="Diagram B" /></td>
<td>$m'mn(B_z = 0)/m'2mn(B_z \neq 0)$</td>
<td>$\Theta\sigma_d$</td>
<td>$b_1 = -b_3,$ $b_2 = b_4 = 0,$ $e_n = e_{n+2}$</td>
</tr>
<tr>
<td>C</td>
<td><img src="image5" alt="Diagram C" /></td>
<td><img src="image6" alt="Diagram C" /></td>
<td>$\frac{1}{m'}mm'n(B_z = 0)/m'm'n(B_z \neq 0)$</td>
<td>$\Theta\sigma_{x',z'}$</td>
<td>$b_1 = b_3 = -b_2 = -b_4,$ $e_n = e_{n+1}$</td>
</tr>
<tr>
<td>D</td>
<td><img src="image7" alt="Diagram D" /></td>
<td><img src="image8" alt="Diagram D" /></td>
<td>$\frac{1}{m}m'm'n(B_z = 0)/\frac{1}{m}m'm'n(B_z \neq 0)$</td>
<td>$\Theta\sigma_{x',z'}$</td>
<td>$b_n = b_{n+1},$ $e_n = e_{n+1}$</td>
</tr>
</tbody>
</table>
principle, accessible by STM measurements: as summarized in Table I, the combination of the magnetic point symmetries of the different patterns and the symmetry reduction when a magnetic field is applied lead to a unique deformation of the bonds within the unit cell that can be used to distinguish experimentally between the four different states.

We now outline the remainder of the paper. We will begin in Sec. II by recalling basic aspects of the bosonic and fermionic spinon theories of spin liquids. We will do this in a unified formalism which clarifies the relationship between the two approaches. Section III presents lattice mean-field theories of the bosonic spinon theory of all 4 patterns of Table I; we will start with the three-orbital model in Sec. IIIA, that allows for non-zero loop currents for all patterns, and then discuss how states with the same symmetries as those of the four loop-current patterns can be realized in the one-orbital model (see Sec. IIIB). While we mainly focus on the charge degrees of freedom in these two subsections, we discuss the spin sector of the theory in Sec. IIIC. The discussion of the complementary fermionic spinon approach can be found Sec. IV, where we focus on pattern D. We analyze the symmetry signatures in the presence of a magnetic field and the chemical potential preserves global SU(2) pseudospin symmetry only at \( \mu = U/2 \).

### A. Bosonic spinons

The bosonic spinon formulation is obtained by transforming to the rotating reference frame in spin space. We introduce a SU(2) matrix \( R_{si} \) which transforms the SU(2)s index to a rotating reference frame by defining \( R_{si} = \Psi \).

Note that \( T_{\pm} \) is just the electronic charge operator. This implies that a generic chemical potential, \( \mu \), in the Hamiltonian will break global SU(2) pseudospin symmetry down to the charge \( U(1)_c \). All the \( S_i \) commute with all the \( T_i \).

It is also useful to note that the squares of the spin and pseudospin operators are

\[
S_i^2 = -\frac{3}{2} \left( c_i^\dagger c_i^\dagger - \frac{1}{2} \right) \left( c_i c_i - \frac{1}{2} \right) + \frac{3}{8}
\]

\[
T_i^2 = -\frac{3}{2} \left( c_i^\dagger c_i^\dagger - \frac{1}{2} \right) \left( c_i c_i - \frac{1}{2} \right) + \frac{3}{8}
\]

So the Hubbard interaction, \( U \), can be written either in terms of \( S_i^2 \) or \( T_i^2 \), and the chemical potential preserves global SU(2)_c pseudospin symmetry only at \( \mu = U/2 \).

### II. SU(2) GAUGE THEORIES

It is useful to first express the electron operator in a formalism that treats spin and Nambu pseudospin rotations at an equal footing. So we write the electron operator \( c_{i\alpha} \) (\( \alpha = \uparrow, \downarrow \) is the spin index) in the matrix form

\[
C_i = \begin{pmatrix}
    c_i^\dagger & -c_i^\dagger \\
    c_i & c_i^\dagger
\end{pmatrix}
\]

This matrix obeys the relation

\[
C_i^\dagger = \sigma_y C_i^T \sigma_y.
\]

Global SU(2)s spin rotations, \( U_c \), act on \( C \) by left multiplication while global SU(2)s, Nambu pseudospin rotations, \( U_c \), act on \( C \) by right multiplication. The electron spin operator \( S_i \) is given by

\[
S_i = \frac{1}{4} \text{Tr}(C_i^\dagger C_i \sigma),
\]

and the electron Nambu pseudospin operator \( T_i \) is given by

\[
T_i = \frac{1}{4} \text{Tr}(C_i^\dagger C_i \sigma)
\]

\[
= \frac{1}{2} \left( c_i^\dagger c_i^\dagger + c_i c_i^\dagger - \frac{1}{2} \right) \left( c_i^\dagger c_i^\dagger - c_i c_i^\dagger \right) + \frac{1}{2} c_i^\dagger c_i^\dagger c_i \dagger c_i - c_i c_i^\dagger c_i \dagger c_i - 1.
\]

So the Hubbard interaction, \( U \), can be written either in terms of \( S_i^2 \) or \( T_i^2 \), and the chemical potential preserves global SU(2)_c pseudospin symmetry only at \( \mu = U/2 \).
The $R_s$ transform under global spin rotations, and hence they carry spin: so the $R_s$ are the bosonic spinons. We chose the parameterization in Eq. (2.8) so that $(\zeta, z_\downarrow)$ transforms as a doublet under SU(2)$_s$.

In this spin rotating frame, the electron pseudospin operator is expressed only in terms of $\Psi$

$$T_i = \frac{1}{4} \text{Tr}(\Psi_i^\dagger \Psi_i),$$

(2.11)

but the spin does not factorize

$$S_i = \frac{1}{4} \text{Tr}(\Psi_i^\dagger R_{ci}^\dagger \sigma R_{ci} \Psi_i).$$

(2.12)

The expressions for the squares of the spin and pseudospin are independent of $R_{ci}$, and parallel those for the electrons

$$S_i^2 = -\frac{3}{2} \left( \psi_{i+}^\dagger \psi_{i+} - \frac{1}{2} \right) \left( \psi_{i-}^\dagger \psi_{i-} - \frac{1}{2} \right) + \frac{3}{8}$$

$$T_i^2 = \frac{3}{2} \left( \psi_{i+}^\dagger \psi_{i+} - \frac{1}{2} \right) \left( \psi_{i-}^\dagger \psi_{i-} - \frac{1}{2} \right) + \frac{3}{8}$$

(2.13)

### B. Fermionic spinons

The fermionic spinon formulation is obtained by transforming to the rotating reference frame in pseudospin space. The analysis parallels that in Section II A, with the spin and pseudospin exchanging roles. Now we introduce a SU(2) matrix $R_{ci}$ which transforms the SU(2)$_c$ index to a rotating reference frame by defining [20–22]

$$C_i = F_i R_{ci}$$

(2.14)

where the $F$ are fermions ‘(spinons’) defined as in Eq. (2.1)

$$F_i = \left( \begin{array}{cc} f_{i\uparrow} & -f_{i\downarrow}^\dagger \\ f_{i\downarrow} & f_{i\uparrow}^\dagger \end{array} \right)$$

(2.15)

while $R_{ci}$ is a c-number SU(2) matrix

$$R_{ci} = \left( \begin{array}{cc} b_{11} & b_{22} \\ -b_{12} & b_{11} \end{array} \right)$$

(2.16)

with

$$|b_{11}|^2 + |b_{22}|^2 = 1$$

(2.17)

so that $R_{ci}^\dagger R_{ci} = R_{ci}^\dagger R_{ci} = 1$. Note that the $b’s$ are not canonical Bose operators, unlike the approach in Ref. 20. Instead we have introduced them as components of a c-number SU(2) matrix; in the path integral formulation, the $b’s$ will acquire dynamics only after the fermions have been integrated out.

The parameterization in Eq. (2.14) introduces a SU(2) gauge invariance which we will denote as SU(2)$_{cg}$. The transformations of the fields introduced under the various SU(2)s are:

$$\text{SU}(2)_{cg} : \quad C \rightarrow C, \quad F \rightarrow FU_{cg}, \quad R_c \rightarrow U_{cg}^\dagger R_c$$

$$\text{SU}(2)_s : \quad C \rightarrow U_c C, \quad F \rightarrow U_c F, \quad R_c \rightarrow R_c$$

$$\text{SU}(2)_c : \quad C \rightarrow CU_c, \quad F \rightarrow F, \quad R_c \rightarrow R_c U_c.$$ (2.18)

Note that the $R_c$ transform under global pseudospin rotations, and hence they carry the electronic charge: so the $R_c$ are the bosonic ‘chargons’. We chose the parameterization in Eq. (2.16) so that $(b_1, b_2)$ transforms as a doublet under SU(2)$_c$. In our formulation, it is crucial to distinguish between SU(2)$_c$ and SU(2)$_{cg}$; in contrast, the setup of Ref. 20 did not make this distinction, and only considered SU(2)$_{cg}$.

In this pseudospin rotating frame, the electron spin operator is expressed only in terms of $F$

$$S_i = \frac{1}{4} \text{Tr}(F_i^\dagger \sigma F_i),$$

(2.19)

but the pseudospin does not factorize

$$T_i = \frac{1}{4} \text{Tr}(R_{ci}^\dagger F_i^\dagger R_{ci} \sigma).$$

(2.20)

The expressions for the squares of the spin and pseudospin are independent of $R_{ci}$, and parallel those for the electrons

$$S_i^2 = -\frac{3}{2} \left( f_{i\uparrow}^\dagger f_{i\uparrow} - \frac{1}{2} \right) \left( f_{i\downarrow}^\dagger f_{i\downarrow} - \frac{1}{2} \right) + \frac{3}{8}$$

$$T_i^2 = \frac{3}{2} \left( f_{i\uparrow}^\dagger f_{i\uparrow} - \frac{1}{2} \right) \left( f_{i\downarrow}^\dagger f_{i\downarrow} - \frac{1}{2} \right) + \frac{3}{8}$$

(2.21)

### III. BOSONIC SPINONS AND FERMIONIC CHARGONS

In this section, we assume that the charge degrees of freedom have fermionic statistics, while the spin degrees of freedom have bosonic statistics. We provide descriptions in the three-orbital model in Sec. III A, in the one-orbital model in Sec. III B, and using the $\mathbb{CP}^1$ theory of fluctuating antiferromagnetism in Sec. III C.

#### A. Three-orbital model

As it allows for finite loop-currents for all four patterns in Table I, let us begin with the three-orbital model [23, 24] of the CuO$_2$ planes. The Hamiltonian $H = H_0 + H_{\text{int}}$ of the three-orbital model consists of two parts. The
noninteracting part, $H_0$, can be written as

$$
H_0 = - t' \sum_{j,\alpha} \sum_{s=\pm} \sum_{i=x,y} s \left( i d_{j,\alpha}^i p_{i,j+s,\alpha} + H.c. \right) \\
- t' \sum_{j,\alpha} \sum_{s=\pm} s' \left( p_{y,j+s,\alpha}^i p_{x,j+s',\alpha} + H.c. \right) \\
- \Delta \sum_j n_{p,j} - \mu \sum_j n_j,
$$

(3.1a)

which is also summarized graphically in Fig. 1. Here, $d_{j,\alpha}$ and $p_{x,j,\alpha}$ ($p_{y,j,\alpha}$) describe the annihilation of an electron in the Cu-$d$ and in the O-$p_x$ (O-$p_y$) orbital of spin $\alpha$ and on site $j$ of the CuO$_2$ plane. We include both nearest-neighbor hopping $t$ between the Cu-$d$ and the O-$p$ orbitals as well as the diagonal hopping matrix elements $t'$ between O-$p_x$ and O-$p_y$. The total density of electrons and of those residing on oxygen atoms only are denoted by $n_j = \sum_{\alpha} d_{j,\alpha}^\dagger d_{j,\alpha} + n_{p,j}$ and $n_{p,j} = \sum_{s} d_{j+1,\alpha}^s d_{j,\alpha} + n_{p,j}$, respectively. The prefactors $\mu$ and $\Delta$ multiplying these operators in the Hamiltonian (3.1a) are the chemical potential and the energetic on-site splitting between the Cu and O atoms. In Eq. (3.1a), the primes on the summation symbols indicate that the sum only involves sites $j \in \mathbb{Z}^2$ of the square lattice of the Cu atoms.

To keep the notation as compact as possible we will use, from now on, the following equivalent representation of the noninteracting part of the Hamiltonian:

$$
H_0 = - \sum_{ij} \sum_{\alpha} t_{ij} c_{i\alpha}^\dagger c_{j\alpha} + \sum_j \sum_{\alpha} (\Delta_j - \mu) c_{j\alpha}^\dagger c_{j\alpha},
$$

(3.1b)

where the summations run over all Cu and O sites of the CuO$_2$ layers of the system and $c_{i\alpha} = d_{i,\alpha}$, or $c_{i\alpha} = p_{x,j,\alpha}$, $c_{j\alpha} = p_{y,j,\alpha}$ depending on whether $j$ refers to a site with Cu-$d$ (integer $j_x$, $j_y$), or O-$p_x$, O-$p_y$ orbital (half-integer $j_x$ or $j_y$) as relevant low-energy degree of freedom. Accordingly, $\Delta_j \in \{-\Delta, 0\}$ and $t_{ij} \in \{\pm i t, \pm t'\}$ with $t'_{ij} = t_{ij}$ as required by Hermiticity.

We take the interaction $H_{\text{int}}$ to be of the spin-fermion form

$$
H_{\text{int}} = - g \sum_j \sum_{\alpha\beta} c_{j\alpha}^\dagger \sigma_{\alpha\beta} c_{j\beta} \Phi_j + H_\Phi,
$$

(3.2)

where $\sigma = (\sigma_x, \sigma_y, \sigma_z)^T$ is the vector of Pauli matrices and $\Phi_j$ a bosonic field describing collective spin-fluctuations. For a complete description, we also need to add a contribution $H_\Phi$ to the Hamiltonian that determines the dynamics of the collective mode $\Phi_j$. However, for the following analysis, we will not have to specify $H_\Phi$ explicitly but, instead and more generally, assume an appropriately chosen form of $H_\Phi$ to tune between the different phases that we discuss below.

For simplicity, we assume that the spin-fluctuations only couple to the electrons in the Cu-$d$ orbitals and neglect any coupling to electrons residing on the oxygen atoms; this is already indicated by the prime in the sum in Eq. (3.2). We will see below that it already allows for all relevant loop-current-order phases. The generalization to also including couplings to the oxygen atoms is straightforward but does not provide additional crucial physical insights for our analysis.

### 1. Effective Hamiltonian of the chargons

To be able to describe a pseudogap phase in the absence of broken translational symmetry, we follow previous work [7, 8, 17, 18] and transform to a rotating reference frame in spin space, i.e., use the description introduced in Sec. II A. This means that we rewrite the electronic operator $c_{j\alpha}$ according to Eq. (2.6) or, more compactly,

$$
c_{j\alpha} = \sum_{\beta=\pm} (R_{s\beta j})_{\alpha\beta} \psi_{j\beta}, \quad R_{s\beta j} \in \text{SU}(2),
$$

(3.3)

which will allow us to conveniently describe phases with topological order. Physically, Eq. (3.3) corresponds to the fractionalization of the electron’s spin, carried by the “spinon” $R_{s\beta j}$, and its charge degree of freedom, carried by the “chargon” $\psi_j = (\psi_{j+}, \psi_{j-})^T$. It also automatically introduces the local SU(2)$_{sg}$ gauge symmetry, defined in Eq. (2.10), which reads in spinor notation as

$$
\psi_j \rightarrow U_{sg j} \psi_j, \quad R_{s\beta j} \rightarrow R_{s\beta j} U_{sgj}^\dagger, \quad U_{sg j} \in \text{SU}(2).
$$

(3.4)
Inserting the transformation (3.3) into the spin-fermion coupling (3.2), we obtain the chargon-Higgs coupling
\[
H_{\text{int}} = -g \sum_j \sum_{\alpha\beta} \psi_j^\dagger \sigma_{\alpha\beta} \psi_{\beta j} \cdot H_j + H_H, \tag{3.5}
\]
with Higgs field \(H_j\) defined according to
\[
\sigma \cdot H_j = R_{\alpha j}^\dagger \sigma R_{\alpha j} \Phi_j. \tag{3.6}
\]
From this definition, we directly see that the Higgs field transforms under the adjoint representation of SU(2)\(_g\). Exactly as its parent term \(H_\Phi\) in Eq. (3.2), \(H_H\) will not be specified explicitly here. Note that, due to our approximation of neglecting the spin-fermion interaction on the oxygen sites, also the Higgs field only couples to the chargons residing on the Cu sites. For notational simplicity, we will absorb the coupling constant \(g\) into the definition of the Higgs field.

Since we are mainly interested in loop-current patterns, we will first focus on the chargons. In Sec. III C, we will come back to the spin degrees of freedom and derive the corresponding CP\(_1\) theory. The effective Hamiltonian \(H_\psi\) of the chargons is obtained by inserting the transformation (3.3) into Eq. (3.1) and performing a decoupling of the quartic spinon-chargon terms. Adding the coupling (3.5) to the Higgs field, it reads as
\[
H_\psi = -\sum_{ij} \sum_{\alpha\beta} \epsilon \psi_i^\dagger \sigma_{\alpha\beta} \psi_{\beta j} \cdot H_j + \sum_j \sum_\alpha \left( \Delta_j - \mu \right) \psi_j^\dagger \psi_{\alpha j} - \sum_j \sum_{\alpha\beta} \psi_j^\dagger \sigma_{\alpha\beta} \psi_{\beta j} \cdot H_j \tag{3.7}
\]
with unitary \(U_{ij}\) satisfying \((U_{ji})^\dagger = \text{Hermiticity}\) and representing the SU(2) gauge connection felt by the chargons. Note that there are in general also renormalizations of the magnitude of the hopping matrix elements, \(t_{ij} \rightarrow Z_{ij} t_{ij}\), for the chargons as has been explicitly demonstrated in Ref. 18. As it is not relevant to our discussion here and for notational simplicity, we will neglect the renormalization factors \(Z_{ij}\) in this work.

There are configurations of the gauge connections \(U_{ij}\) and of the Higgs field that lead to loop currents. This will be shown explicitly below, by evaluation of the expectation value of the operator
\[
J_{ij} = -J_{ji} = -it_{ij} \sum_{\alpha\beta} \psi_i^\dagger (U_{ij})_{\alpha\beta} \psi_{\beta j} + \text{H.c.} \tag{3.8}
\]
for the current from site \(i\) to site \(j\) in the ground state of the chargon Hamiltonian \(H_\psi\). The form (3.8) of \(J_{ij}\) follows formally from the continuity equation (we set the electron charge to be \(-1\)),
\[
\partial_t Q_i = -\sum_j J_{ji}, \quad Q_i = -\sum_\alpha \psi_i^\dagger \psi_{\alpha i}. \tag{3.9}
\]

<table>
<thead>
<tr>
<th>(e_n)</th>
<th>(b_n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_4)</td>
<td>(e_n \rightarrow e_{n+1})</td>
</tr>
<tr>
<td>(\sigma_{yz})</td>
<td>(e_1 \leftrightarrow e_2, e_3 \leftrightarrow e_4)</td>
</tr>
<tr>
<td>(\Theta)</td>
<td>(e_n \rightarrow e_n)</td>
</tr>
</tbody>
</table>

2. Symmetry analysis and loop currents

To organize the search for possible ansätze for \(H_j\) and \(U_{ij}\) that yield loop-current patterns, we first analyze the time-reversal and space-group symmetries of the chargon Hamiltonian for given \(H_j\) and \(U_{ij}\).

Naively, one would expect that the mean-field Hamiltonian (3.7) preserves a space group symmetry \(g\) if and only if it is explicitly invariant under \(g\), i.e., invariant under replacing \(\psi_j \rightarrow \psi_{gj}\). Recalling the gauge invariance (3.4) associated with rewriting the electronic operator in terms of spinons and chargons, we see that this is only sufficient but not necessary; instead, the mean-field Hamiltonian \(H_\psi\) respects the symmetry \(g\) if and only if there is \(G_g(j) \in \text{SU}(2)\) such that the Hamiltonian is invariant under
\[
\psi_j \rightarrow G_g(j) \psi_{gj}. \tag{3.10}
\]
Similarly, time-reversal symmetry is preserved if the Hamiltonian commutes with the antiunitary operator \(\Theta\) defined via
\[
\Theta \psi_j \Theta^\dagger = i \sigma_y G_\Theta(j) \psi_j \tag{3.11}
\]
for some properly chosen \(G_\Theta(j) \in \text{SU}(2)\). Note that the additional matrix \(i \sigma_y\) appearing in Eq. (3.11) is just a matter of choice as it could have, equally well, been absorbed into \(G_\Theta(j)\).

One important immediate consequence of Eq. (3.11) is that \(H_j \neq 0\) is required to have loop currents: Applying the transformation (3.11) with \(G_\Theta(j) = \sigma_0\) to the chargon Hamiltonian (3.7), the Ansatz transforms as \(U_{ij} \rightarrow \sigma_y U_{ij}^\dagger \sigma_y = U_{ij}\) (due to unitarity of \(U_{ij}\)) and \(H_j \rightarrow -H_j\). Consequently, only if \(H_j \neq 0\), time-reversal can be broken which, in turn, is necessary to have non-vanishing currents in the system.

Instead of only performing a symmetry analysis based on Eqs. (3.10) and (3.11), we will also consider gauge-invariant quantities, denoted by \(e_n\) and \(b_n\) in the following, with non-trivial transformation behavior to check and illustrate the discussion. This will also allow for a direct connection between \(e_n\), \(b_n\) and the loop currents. Let us use \(W_n(j)\) and \(V_n(j), n = 1, 2, 3, 4,\) to denote the
SU(2)-gauge connections $U$ corresponding to the four Cu-O and O-O bonds in the unit cell (with Cu atom at site $j$) as shown in Fig. 1. We define

$$e_n(j) = \text{Tr} \left[ W_n^1(j) V_n(j) W_{n+1}(j) \right],$$  

(3.12a)

$$b_n(j) = iH^n_j \text{Tr} \left[ \sigma_a W_n^1(j) V_n(j) W_{n+1}(j) \right],$$  

(3.12b)

where $n = 1, 2, 3, 4$ and we have made the identifications $V_5 = V_1$ and $W_5 = W_1$ to keep the notation compact. Taking advantage of the fact that the unitarity of $V_n$ and $W_n$ implies $\sigma_y V_n \sigma_y = V_n^*$ and similarly for $W_n$, it is easy to see that both $e_n(j)$ and $b_n(j)$ are Hermitian. From Eq. (3.11), we see that $e_n$ and $b_n$ are even and odd under time-reversal, respectively, while the behavior under spatial symmetries follows from Eq. (3.10). The transformation behavior of $e_n(j)$ and $b_n(j)$ is summarized in Table II. Note further that $e_n(j)$ ($b_n(j)$) is even (odd) under reversal of the direction of the loop or, in other words, $e_1(j) \rightarrow e_1(j)$ ($b_1(j) \rightarrow -b_1(j)$) under reflection $\sigma_x$ at the plane along $x = y$, parallel to the $z$ axis and going through the Cu atom at site $j$. In this sense, $b_n(j)$ is a measure of local chirality.

As $b_n(j)$ transforms exactly the same way as a loop current circulating along the associated Cu-O-O triangle, we expect that an ansatz with $b_n(j) \neq 0$ has non-zero loop currents. Indeed, starting from a fully local theory and treating the hybridizations $t$ and $t'$ between neighboring atoms as a perturbation, we find (see Appendix A) as leading non-vanishing contribution

$$J_n^{O-O}(j) = t^2 t' f_0 (|H_j|, \Delta, \mu) b_n(j)$$  

(3.13a)

for the current between two O atoms along the direction of $V_n$ in Fig. 1 and

$$J_n^{O-Cu}(j) = t^2 t' f_0 (|H_j|, \Delta, \mu) (b_{n-1}(j) - b_n(j))$$  

(3.13b)

for the current from the O to the Cu atom along the bond associated with $W_n$. To write the expression for $J_n^{O-Cu}$ in form of a single equation, we have, again, made the cyclic identification $b_0 \equiv b_4$. In Eq. (3.13), the dependence on the on-site energy scales $H_j$, $\Delta$, and $\mu$ is described by the function $f_0(H, \Delta, \mu)$, given explicitly in Appendix A. As we are at this point only interested in establishing a direct relation between the quantities $\{b_n\}$ and the loop currents rather than using Eq. (3.13) to calculate the currents quantitatively, we do not go beyond leading order in the hybridization $t$, $t'$.

The condition for having intra-unit-cell loop currents, i.e., no net current flow between different unit cells reads

$$J_n^{O-Cu}(j) + J_n^{O-O}(j) - J_{n-1}^{O-O}(j) = 0.$$  

(3.14)

Inserting the expressions for the current given in Eq. (3.13), we find that this condition is indeed satisfied for any value of $b_n(j)$. Note, however, this is a consequence of the perturbative treatment of hopping up to third order which only takes into account the intra-unit cell operators $b_n(j)$. As we are interested in the physics of loop currents in the presence of translational symmetry, we will focus on $b_n(j) = b_n$ in the following. In that case, Bloch’s theorem [25, 26] requires Eq. (3.14) to hold exactly (to any order in $t$, $t'$).

Based on the relation between the orbital currents and the four independent quantities $b_n$ in Eq. (3.13), we will next classify the different translation-invariant, intra-unit-cell loop-current patterns of the three-orbital model. The discussion of possible ansätze for the chargon Hamiltonian (3.7) that realize these current patterns will be postponed to the Sec. III A 3 below.

To organize the presentation, let us first focus on configurations that break the two-fold rotation symmetry $C_2$ perpendicular to the plane but preserve the combined symmetry operation $\Theta C_2$ of two-fold rotation and time-reversal. This is the situation, we had focused on in our earlier work in the one-orbital model [8]. As is readily seen from Table II, invariance under $\Theta C_2$ imposes the constraint $b_n = -b_{n+2}$. There are thus two independent $b_n$, say $b_1$ and $b_2$, which leads to three different cases to consider: First, $b_1 = \pm b_2$, which corresponds to current pattern $A$ shown in Table I and is characterized by the additional residual symmetries $\sigma_{xx}$ (or $\sigma_{yz}$) and $\Theta \sigma_{yy}$ (or $\Theta \sigma_{xz}$ depending on the relative sign of $b_1$ and $b_2$). These symmetries impose the constraint $e_n = e_{n+1}$ (see Table II) on the time-reversal-invariant $e_n$, which will play an important role when discussing the behavior in the presence of a magnetic field in Sec. V. Assuming that the crystal structure preserves the reflection symmetry $\sigma_{xy}$ at the $xy$-plane, the associated three-dimensional magnetic point group is $m'Mm$. The pattern has $2 \times 2 = 4$ domains, which are related by $C_4$ and correspond to the relative sign of $b_1$, $b_2$ and to the two possible signs of $b_1$.

Second, the case $b_1 \neq 0$, $b_2 = 0$ (or, equivalently, $1 \leftrightarrow 2$) corresponds to pattern $B$ in Table I. It has the diagonal reflection symmetries $\sigma_{dd}$ and $\Theta \sigma_{dd}$ (or $dd$ $\leftrightarrow$ $d'd'$) and, again, four domains, corresponding to the global sign of $b_n$ and interchanging $b_1$ and $b_2$. In this case, symmetries only require $e_n = e_{n+2}$.

In principle, there is also a third possible case defined by $b_1, b_2 \neq 0$ with $|b_1| \neq |b_2|$. However, it only preserves $\Theta C_2$ while all other in-plane symmetries are broken. In fact, the residual symmetry group is just the intersection of the symmetries of pattern $A$ and $B$; the corresponding pattern can be regarded as a combination or mixture of these two patterns, which is why we do not add this case as an additional independent pattern in Table I.

Let us proceed with the complementary case of patterns that preserve $C_2$ and are, hence, odd under $\Theta C_2$. We first note that, while the previously discussed current patterns can be realized in the one-orbital model, see Table I, this is not true for those that are even under $C_2$: on the square lattice, the current operator $J_{ij}$ associated with any bond $i \rightarrow j$ can be transformed into $J_{ij} = -J_{ji}$ by consecutive application of $C_2$ and an appropriately chosen translation operation and, hence, has to vanish. This is different in the three-orbital model,
where translational symmetry does not act irreducibly but only within the set of Cu-\(d\), O-\(p_x\), and O-\(p_y\) orbitals separately. This makes \(C_2\)-symmetric loop-current patterns possible in the three-orbital model as we show next.

Invariance under \(C_2\) demands \(b_{\theta} = b_{\theta + 2\pi}\) and, hence, there are again only two independent \(b_{\theta}\), which we choose to be \(b_1\) and \(b_2\) as before. If \(b_1 = -b_2\), pattern \(C\) will be realized, which only has two domains (related by \(C_4\) or time-reversal) corresponding to the two possible choices of the global sign of \(b_{\theta}\). This state is characterized by the magnetic rotation symmetry \(\Theta_{C_4}\) (leading to \(e_n = e_{n+1}\)) and reflection symmetries at the \(xz\)- and \(yz\)-planes. As opposed to pattern \(A\), \(b_1 = b_2\) does not correspond to a different domain of pattern \(C\) but to a different pattern which we refer to as pattern \(D\). This pattern is special as it is the only configuration that does not exhibit any in-plane reflection symmetry (without composing with \(\Theta\)). Furthermore, it is the only pattern where the sum of all \(b_{\theta}\) is non-zero and, in that sense, possesses a net chirality. There are two domains, related by time-reversal (or reflection), which correspond to the global sign of \(b_{\theta}\). Finally, it is left to discuss \(|b_1| \neq |b_2|\). Only \(C_2\), \(\Theta_{\sigma_4}\), and, thus also, \(\Theta_{\sigma_2}\) remain symmetries — the magnetic symmetry group is the intersection of those of pattern \(C\) and \(D\), which is expected since \(|b_1| \neq |b_2|\) can be seen as the simultaneous presence of pattern \(C\) and \(D\). This is why this case is not discussed as an independent pattern in Table I and in the analysis in the remainder of the paper. Note that \(b_1 \neq 0\), \(b_2 = 0\) (or 1 \(\leftrightarrow\) 2 for that matter) is not special from a symmetry point of view as it has the same magnetic point group as a generic configuration with \(|b_1| \neq |b_2|\).

In principle, one can also consider the situation where both \(C_2\) and \(\Theta_{\sigma_2}\) are broken. However, these configurations can be viewed as combinations of the patterns \(A\), \(B\) (\(C_2\) odd) and \(C\), \(D\) (odd under \(\Theta_{\sigma_2}\)) and will, hence, not be discussed further. This can be easily seen by noting that the combinations of \(b_{\theta}\) corresponding to the four different loop-current patterns in Table I represent four linearly independent basis vectors spanning the space of possible configurations of the four different quantities \(b_{\theta}\).

### 3. Possible ansätze

After classifying the different orbital-current patterns, as summarized in Table I, and discussing their relation to the gauge-invariant quantities \(b_{\theta}\) defined in Eq. (3.12b), let us next analyze which configurations of or ansätze for \(H_j\), \(U_{ij}\) give rise to the different current patterns. As one might expect, there are many, gauge-nonequivalent, ansätze with the same symmetries and current signatures which can be classified using the projective symmetry group approach [21].

To restrict the number of possible ansätze, we focus on states that are close to the fractionalized antiferromagnet, \(U_{ij} = \mathbf{1}, H_j = H_0(-1)^{x_j+y_j} e_x\) (or any gauge-equivalent representation for that matter), which preserves all symmetries of the square lattice and time reversal. More precisely, we look for a family of ansätze that can be continuously deformed into the fractionalized antiferromagnet by tuning a set of parameters, denoted by \(\epsilon_j\) in the following, to zero. This is motivated by the proximity of long-range antiferromagnetism to the pseudogap state, by the good agreement of the spectrum of this ansatz with photoemission data, and the agreement of many properties of this ansatz with dynamical mean-field theory and quantum Monte Carlo data on the strongly coupled Hubbard model [18, 27]. For sufficiently small \(\epsilon_j \ll 1\), these important consistency conditions are still satisfied and the finite values of \(\epsilon_j\) induce the additional symmetry breaking and loop-current order. Note that, in the limit \(\epsilon_j \ll 1\), the energy scale of the time-reversal-symmetry-breaking orbital currents is much smaller than \(H_0\) and, hence, than the anti-nodal gap; this is consistent with numerical studies [28–30] of finite clusters of the three-orbital model that yield upper bounds on orbital currents that are much smaller than the pseudogap.

Our starting point for all four different patterns is the canted-Neel-like Higgs-field configuration,

\[
H_j = H_0 \left[ (-1)^{x_j+y_j} e_x + \epsilon_1 e_z \right],
\]

where the small canting, \(\epsilon_1 \ll 1\), has been introduced to conveniently discuss \(U(1), \epsilon_1 = 0, \text{ and } \mathbb{Z}_2, \epsilon_1 \neq 0\), topological order simultaneously.

For \(U_{ij} = \mathbf{1}\) on all bonds \(i, j\), time-reversal and all space-group symmetries of the crystal are preserved, leading to \(b_{\theta}(j) = 0\). Let us, thus, instead consider the more general form

\[
W_n(j) = \mathbf{1}, \quad V_n(j) = e^{-i s_n \epsilon_2 (-1)^{x_j+y_j} \sigma_x},
\]

with \(s_n = \{+1, -1, 0\}\), which yields

\[
e_n(j) = 2 \cos(s_n \epsilon_2), \quad b_{\theta}(j) = 2 H_0 \sin(s_n \epsilon_2),
\]

independent of \(j\) as required by translational symmetry. Choosing \(s_n\) equal to the sign of the non-zero values of \(b_{\theta}\) listed in Table I and \(s_n = 0\) for \(n\) with \(b_{\theta} = 0\), the ansatz (3.15) will reproduce the correct symmetry signatures in \(e_n(j)\) and \(b_{\theta}(j)\) for all four different patterns A–D. One can further show that all indicated magnetic symmetries are preserved. Consider pattern \(D\), where \(V_n(j) = e^{-i \epsilon_2 (-1)^{x_j+y_j} \sigma_x}\), as an example. Possible gauge transformations accompanying the symmetry transformations of translation \(T_\mu\) by \(e_\mu, \mu = x, y, \text{ four-fold rotation } C_4, \text{ and the magnetic reflection } \Theta_{\sigma_2}\), are \(G_{T_\mu} = i \sigma_z, G_{C_4} = \mathbf{1}, \text{ and } G_{\Theta_{\sigma_2}} = i \sigma_z\), respectively.

This shows that Eq. (3.15) provides an ansatz that is continuously connected to the fractionalized antiferromagnet, \((\epsilon_1, \epsilon_2) = (0, 0)\), but restricts the symmetries to the magnetic space group of the different pattern A–D once \(\epsilon_2\) is non-zero. A finite value of \(\epsilon_1\) reduces the residual gauge symmetry from \(U(1)\) to \(\mathbb{Z}_2\), gapping out the \(U(1)\) “photon” that is present for \(\epsilon_1 = 0\). We have also checked explicitly by diagonalization of the tight-binding
Hamiltonian in Eq. (3.7) that these configurations reproduce the corresponding loop-current and kinetic-energy patterns depicted in Table I.

Note that the class of ansätze in Eq. (3.15) has, in general, no associated conventional (on-site) magnetic order parameter: it is not possible to choose a gauge such that $U_{ij} = 1$ on all bonds $i,j$ and all non-trivial aspects of the ansatz are contained in the Higgs-field texture. If this was possible, the condensation of the spinons with $(R_{sz}) \propto 1$ in this gauge would transform the effective chargon Hamiltonian (3.7) into that of electrons in the presence of long-range order with conventional magnetic order parameter: it is not possible to choose a gauge such that $U_{ij} = 1$ on all bonds $i,j$ and all non-trivial aspects of the ansatz are contained in the Higgs-field texture. This follows by noting that $(R_{sz}) \propto 1$ implies a trivial relation between chargons and electrons, see Eq. (3.3), and between the Higgs field and $F_1$, according to Eq. (3.6). Instead, the inevitable presence of non-trivial $U_{ij}$ in the gauge where $(R_{sz}) \propto 1$ leads to an electronic Hamiltonian with effective hoppings that are non-trivial in spin, i.e., involve some form of spin-orbit coupling. More specifically, the phase with $(R_{sz}) \propto 1$ of the three-orbital ansatz in Eq. (3.15) can be thought of as having (canted) Néel order on Cu atoms which does not break any symmetry in any spin-rotation invariant observable. The additional symmetry breaking results from the interplay with the oxygen atoms, which have no local moments, but non-trivial spin-spin correlations between neighboring atoms. We will come back to this interpretation in the context of spin models in Sec. III C 1 below.

In Appendix B, we prove that there is no ansatz (even when including those that are not close to the antiferromagnet) for Eq. (3.7) with $U_{ij} = 1$ and the symmetries of pattern C or D and, thus, no conventional on-site magnetic order parameter. This is a consequence of the restrictions arising from the preserved translational and rotation symmetries. Note, however, that the loop current patterns A and B can be represented by $U_{ij} = 1$ when $H_J$ assumes the form of a conical spiral,

$$H_J = H_0 (\cos(Qr_i), \sin(Qr_i), \epsilon_1)^T,$$

with incommensurate $Q$ and non-zero canting $\epsilon_1 > 0$. As has already been discussed in Ref. 8 for the one-orbital model, patterns A and B correspond, respectively, to $Q = (\pi - \epsilon_2, \pi)^T$ and $Q = (\pi - \epsilon_2, \pi + \epsilon_2)^T$ with incommensurate $\epsilon_2$.

Similar to the ansatz (3.15) discussed above, the conical spiral also has two independent small parameters, $\epsilon_1$ and $\epsilon_2$, deforming the fractionalized antiferromagnet. However, for the conical spiral, loop current order is inevitably tied to the reduction of the residual gauge group to $Z_2$: time-reversal-symmetry will only be broken if $\epsilon_1$ and $\epsilon_2$ are both non-zero. This is different for Eq. (3.15) which allows for loop currents with both $U(1)$ and $Z_2$ topological order.

### B. One-orbital model

Let us now discuss the one-orbital model that only involves the Cu-$d$ orbitals forming a square lattice. In analogy to our discussion above, we consider an effective chargon Hamiltonian,

$$H_\psi = -\sum_{i,j}^I \sum_{\alpha,\beta} t_{ij} \bar{\psi}_{i\alpha}^\dagger (U_{ij})_{\alpha\beta} \psi_{j\beta}^\dagger - \sum_j \sum_{\alpha,\beta} \bar{\psi}_{j\alpha}^\dagger \sigma_{\alpha\beta} \psi_{j\beta}^\dagger \cdot H_J,$$

and look for possible ansätze, $U_{ij} \in SU(2)$ and $H_J \in \mathbb{R}$, that lead to the symmetries of the four different pattern A–D in Table I. The sole difference compared to our analysis in Sec. III A is that Eq. (3.18) now only involves the Cu sites on the square lattice as indicated by the prime in the sums over lattice sites. We assume that at least the nearest and next-to-nearest-neighbor hopping amplitudes are non-zero.

As analyzed in detail in Ref. 8 and already mentioned above, the conical spiral Higgs texture in Eq. (3.17) along with $U_{ij} = 1$ constitutes a possible ansatz for the loop-current patterns A and B in the one-orbital model. In this section, we look for possible ansätze that can also realize the symmetries of pattern C and D. Recall, however, that the preserved two-fold rotation symmetry $C_2$ of pattern C and D does not allow for non-zero loop currents in the one-orbital model. Nonetheless, one can ask the question whether it is possible to write down an ansatz for the square-lattice chargon Hamiltonian that leads to the symmetries of pattern C and D; the resulting theory can be seen as a minimal description of the corresponding loop-current phases. The different non-trivial magnetic point groups can still have physical consequences since there are, as we will show below, other observables in the Hilbert-space of the one-orbital model that probe the reduction of symmetry to the magnetic space groups of pattern C and D.

#### 1. Ansätze for pattern C and D

Based on the result of Appendix B that there are no ansätze with $U_{ij} = 1$ for pattern C and D and noting that any small deformation of $Q$ in Eq. (3.17) from the antiferromagnetic value $Q = (\pi, \pi)^T$ will necessarily break both $C_4$ and $\Theta C_4$, we start again from the canted Néel configuration (3.15a) and look for small deformations of $U_{ij} = 1$ that lead to the correct symmetry breaking.

Motivated by the success of Eq. (3.15) for the three-orbital model, let us consider

$$U_{ij} = (U_{ji})^\dagger = \begin{cases} e^{-i(\eta_\mu)^{(p)}}, & j = i + \eta_\mu^{(p)}, \\ 1, & \text{otherwise}, \end{cases}$$

(3.19)
with \( \mu = 1, \ldots, N_p \) labeling the \( N_p \) distinct \( p \)-th-nearest-neighbor vectors denoted by \( \eta_{\mu}^{(p)} \), where we only include one of \( \{ \eta_{\mu}^{(p)}, -\eta_{\mu}^{(p)} \} \) to the list. For example, we have \( N_1 = 2 \) with \( \eta_{1}^{(1)} = e_x \) and \( \eta_{2}^{(1)} = e_y \). The additional parameters \( s_\mu \) will be chosen so as to lead to the correct symmetries and \( e_2 \leq 1 \) guarantees that \( U_{ij} \) are close to 1.

We first note that the ansatz in Eqs. (3.15a) and (3.19) preserves translational symmetry with \( G_{T,\mu} = i\sigma_\mu, \mu = x, y \) in Eq. (3.10) for any choice of \( s_\mu \) and \( p \). It can also induce time-reversal-symmetry breaking, which is most easily seen for the case \( e_1 \neq 0 \) [31]: \( \mathbf{H}_s \rightarrow -\mathbf{H}_s \) can only be “undone” by performing the gauge transformation \( G_0 = \pm i\sigma_y \), which, however, leads to \( e_2 \rightarrow -e_2 \).

Due to the alternating sign in the exponent of Eq. (3.19), \( C_2 \) is preserved if and only if \( (\eta_{\mu}^{(p)})_x + (\eta_{\mu}^{(p)})_y \) is odd, i.e., if the \( p \)-th nearest neighbor hopping connects different sublattices of the square lattice; this leads us to \( p = 1 \) and \( p = 4 \) as the two smallest values of \( p \) satisfying this constraint.

To begin with \( p = 1 \), note that \( \sigma_{xz} \) is automatically preserved and, hence, pattern D cannot be described. However, the symmetries of pattern C are indeed realized upon choosing \( s_1 = -s_2 \) for \( \eta_{1}^{(1)} = e_x \) and \( \eta_{2}^{(1)} = e_y \). To illustrate the symmetries of this phase, let us consider the Hermitian and gauge-invariant operators

\[
L^a_{s,s'}(j) = \text{Tr} \left[ U_{j,j+s} e_\sigma U_{j+s,j+s} e_\sigma U_{j+s,j} e_\sigma U_{j,j} e_\sigma \right] \quad (3.20a)
\]

\[
L^b_{s,s'}(j) = iH^a_j \text{Tr} \left[ \sigma_\alpha U_{j,j+s} e_\sigma U_{j+s,j+s} e_\sigma U_{j+s,j} e_\sigma U_{j,j} e_\sigma \right] \quad (3.20b)
\]

in analogy to \( e_n(j) \) and \( b_n(j) \) in Eq. (3.12). Defining

\[
l^a_1(j) = L^a_{+,+}(j), \quad l^a_2(j) = -L^a_{-,+}(j),
\]

\[
l^a_3(j) = L^a_{+,+}(j), \quad l^a_4(j) = -L^a_{-,+}(j),
\]

(3.21)

for \( \mu = e, b \), we find that \( l^a_{\mu} \) transform exactly as \( e_n \) and \( b_n \) (see Table II). Inserting the ansatz in Eqs. (3.15a) and (3.19), we find

\[
l^a_2(j) = 2\cos(e_2(s_1 - s_2)),
\]

\[
l^a_3(j) = l^a_2(j) = -l^a_4(j) = 2H_0 \sin(e_2(s_1 - s_2)),
\]

(3.22)

which confirms our symmetry analysis. Note that, exactly as in case of the three-band model ansatz (3.15), the symmetries are independent of whether \( e_1 = 0 \) or \( e_1 \neq 0 \) — the latter only determines whether the resulting state has \( U(1) \) or \( Z_2 \) topological order.

As opposed to the \( N_1 = 2 \) nearest-neighbor bonds, there are \( N_4 = 4 \) fourth-nearest-neighbor bonds which transform non-trivially under \( \sigma_{xz} \). This essential geometric property of the bonds allows to write down an ansatz for pattern D: Using the conventions, \( \eta_{1}^{(4)} = 2e_x + e_y, \eta_{2}^{(4)} = 2e_y - 2e_x, \eta_{3}^{(4)} = -e_x + 2e_y, \) and \( \eta_{4}^{(4)} = -e_y - 2e_x \), we find that \( s_1 = s_3 = -s_2 = -s_4 \) leads to the correct symmetries. In this case, the (renormalized) fourth-nearest-neighbor hopping amplitudes in the effective chargon Hamiltonian (3.18) are required to be non-zero as well. Similar to our discussion of pattern C above, we can write down observables of the form of Eq. (3.21), this time involving \( U_{ij} \) with \( i \) and \( j \) being fourth-nearest neighbors, to probe the magnetic point symmetries of pattern D. Also in this case, the symmetry breaking only requires non-zero \( e_2 \) and can both be realized with \( U(1), \) \( e_1 = 0, \) or \( Z_2, e_1 \neq 0, \) topological order.

2. Bi-local Higgs field

Above, we have presented ansätze for both the one-orbital and three-orbital chargon Hamiltonian in Eqs. (3.18) and (3.7) that realize the symmetries of the different loop-current patterns and are close to the antiferromagnet. While those for pattern A and B have associated conventional on-site magnetic order parameters with the same symmetries, this is not the case for pattern C and D: the ansatz for the latter necessarily involves non-trivial \( U_{ij} \) (in any gauge). In this subsection, we show that the extension of the form of the effective chargon Hamiltonian (3.18) to also include bi-local Higgs fields, that lie on the bonds of the lattice, allows for an-sätze for pattern C and D with \( U_{ij} = 1 \). The associated conventional magnetic order parameters involve both on-site and inter-site spin moments or, put differently, non-trivial form factors.

To be more explicit, we generalize the local Higgs-chargon coupling \( H_{\text{int}} = \sum_j \psi_j^\dagger \sigma \psi_j \cdot \mathbf{H}_j \) in the second line of Eq. (3.18) to

\[
H_{\text{int}} = \sum_j \psi_j^\dagger \sigma \psi_j \cdot \mathbf{H}_j + \Delta H_{\text{int}},
\]

(3.23a)

with additional bi-local Higgs-chargon coupling

\[
\Delta H_{\text{int}} = \sum_{i \neq j} \sum_{\alpha=0}^{3} \psi_j^\dagger \sigma_\alpha \psi_j \cdot H_{\alpha,ij},
\]

(3.23b)

where \( H_{\alpha,ij} = H^*_{\alpha,ji} \) (due to Hermiticity) and \( \sigma_\alpha = (\sigma_0, \sigma_x, \sigma_y, \sigma_z) \). The extension to include also the identity matrix for the bi-local Higgs field \( H_{\alpha,ij} \) is required by gauge invariance: The existence of \( H_{\alpha,ij} \) with

\[
\sum_\alpha U_{\alpha} \sigma_\alpha U_{\alpha}^\dagger \cdot H_{\alpha,ij} = \sum_\alpha \sigma_\alpha \cdot H'_{\alpha,ij},
\]

(3.24)

for generic \( U_{\alpha,ij} \), requires non-zero \( H'_{\alpha=0,ij} \).

We imagine the terms in Eq. (3.23) to arise from rewriting the coupling of electrons \( c_i \) to Hubbard-Stratonovich fields, \( \Phi_\alpha \) (on-site magnetism), and \( \Phi_{\alpha,ij} \) (bond charge, \( \alpha = 0, \) and/or spin-density, \( \alpha = x, y, z \), waves),

\[
H_{\text{int}} = \sum_i c_i^\dagger \sigma_i \cdot \Phi_i + \sum_{i \neq j} \sum_{\alpha=0}^{3} c_j^\dagger \sigma_\alpha c_j \cdot \Phi_{\alpha,ij},
\]

(3.25)
by fractionalizing the electronic operator into spinons, \( R_{\ell i} \), and chargons, \( \psi_i \), according to Eq. (3.3) and introducing the bi-local Higgs field \( H_{\alpha,ij} \) via

\[
\sum_{\alpha=0}^{3} R_{\ell i}^\dagger \sigma_{\alpha} R_{\ell j} \Phi_{\alpha,ij} = \sum_{\alpha=0}^{3} \sigma_{\alpha} \cdot H_{\alpha,ij}.
\]  

(3.26)

We note that bond charge and spin density waves, Eq. (3.25), have been considered before, e.g., in the cuprates \([32-34]\) and, more recently, proposed to be relevant for the correlated insulating state in twisted bilayer graphene \([35]\).

Here we will focus on ansätze with \( U_{ij} = I \) on all bonds and consider different configurations of the local and bi-local Higgs fields. In that case, the condensation of the spinons with \( \langle R_{\ell i} \rangle \propto \mathbb{1} \) leads to electrons in the presence of long-range on-site spin, \( \langle \Phi_{\sigma} \rangle \), and inter-site spin/charge order, \( \langle \Phi_{\alpha,ij} \rangle \), with the same spatial form as \( \mathbf{H} \) and \( H_{\alpha,ij} \), see Eqs. (3.6) and (3.26), respectively.

As Eq. (3.23) allows for many different ansätze, we organize our search by focusing on Higgs fields \( H_{\alpha,ij} \) with small bond length \(|i-j|\). As explained above, we are interested in states close to the fractionalized antiferromagnet, i.e., \( U_{ij} = \mathbb{1} \), \( H_i = H_0 (1 - i^{x+y} e_x) \), and \( H_{\alpha,ij} = 0 \) (or gauge-equivalent). For the same reason as before, we choose the on-site Higgs field to have a canted Néel texture using the parameterization given in Eq. (3.15a).

Including the small canting, \( \epsilon_1 \ll 1 \), allows us to conveniently study \( U(1) \) and \( \mathbb{Z}_2 \) topological order at the same time. Without further terms, this ansatz preserves all square-lattice symmetries and time-reversal. We next discuss the form of the bi-local Higgs terms \( H_{\alpha,ij} \) with shortest bond length \(|i-j|\) that have to be added to this ansatz in order to yield the symmetries of pattern C and D.

For pattern C, adding Higgs terms on nearest-neighbor bonds already suffices. To see this, consider

\[
\Delta H_{\text{int}} = i\epsilon_2 H_0 \sum_j (-1)^{j_x+j_y} \sum_{\mu=x,y} s_\mu \psi_j^\dagger e_\mu \sigma_x \psi_j + \text{H.c.}
\]

(3.27)

with \( s_\mu \in \mathbb{R} \). Under \( \sigma_{xx} \) and \( C_4 \), it holds \( s_\mu \rightarrow s_\mu \) and \((s_x,s_y) \rightarrow (s_y,s_x)\), respectively. The magnetic symmetries of pattern C are, thus, realized when \( s_x = -s_y \). The state has \( U(1) \) or \( \mathbb{Z}_2 \) topological order depending on whether \( \epsilon_1 = 0 \) or \( \epsilon_1 \neq 0 \).

Note that, in linear order in \( \epsilon_2 \), this ansatz is mathematically equivalent to that chosen in Sec. III B 1 for pattern C. However, the current consideration via orientational averaging of an inter-site magnetic moment provides a different physical picture for its microscopic origin. Furthermore, there are also additional ansätze which are mathematically distinct from those possible in Eq. (3.18): Consider the (third-nearest-neighbor) term

\[
\Delta H_{\text{int}} = \epsilon_2 H_0 \sum_j (-1)^{j_x+j_y} \sum_{\mu=x,y} s_\mu \psi_j^\dagger \psi_{j+2e_\mu} \sigma_y \psi_j + \text{H.c.}
\]

(3.28)

again with \( s_\mu \in \mathbb{R} \), which leads to the symmetries of pattern C upon choosing \( s_x = -s_y \). In this case, \( \epsilon_1 \neq 0 \) is required as otherwise time-reversal symmetry would not be broken.

Before proceeding with pattern D, let us illustrate the broken symmetries of these ansätze using observables constructed from \( U_{ij} \) and the Higgs fields. To this end, consider

\[
\mathcal{L}_\eta(j) := i \sum_{a=1}^{4} \sum_{\alpha=0}^{3} \text{Tr} [\sigma_\alpha \sigma_{U_{ij}^P} \sigma_{\eta,ij}^P] H_{\alpha,ij} H_{\alpha,j+j+\eta} + \text{H.c.},
\]

(3.29)

where \( U_{ij}^P \eta,ij \) represents a product of \( U_{ij} \neq 0 \) connecting the two square-lattice sites \( j \) and \( \eta \) and transforming as \( U_{ij}^P \eta,ij \rightarrow U_{sjgj}^P U_{ij}^P \eta^P \) under the gauge transformations in Eq. (3.4). Being Hermitian and gauge invariant, \( \mathcal{L}_\eta(j) \) is an observable and easily seen to be odd under time reversal. For our ansatz in Eq. (3.15a) supplemented with the bi-local term (3.27), we find \( \mathcal{L}_\eta(j) = \mathcal{L}_-\epsilon_0,ij = AH_0^2 \epsilon_2 s_\mu \), independent of \( j \) as required by translational symmetry. We further see that the magnetic point symmetries of pattern C are realized for \( s_x = -s_y \) and that \( \epsilon_1 \neq 0 \) is not required, in accordance with our projective-symmetry discussion above.

To illustrate the broken symmetries resulting from supplementing Eq. (3.15a) by the bi-local term in Eq. (3.28), the observable \( \mathcal{L}_\eta(j) \) is not sufficient, which follows from the fact that it only involves one on-site Higgs field but the resulting symmetry-breaking term must vanish if either of the two terms in Eq. (3.15a) is zero as we have seen above. For this reason, we instead consider

\[
\Delta \mathbf{n}_\eta,\eta,ij := i \sum_{a,b=1}^{3} \sum_{\alpha=0}^{3} \text{Tr} [\sigma_\alpha \sigma_{U_{ij}^P} \sigma_\eta,ij^P \sigma_{U_{ij}^P} \sigma_{\eta,ij}^P] H_{\alpha,ij} H_{\alpha,j+j+\eta} + \text{H.c.},
\]

(3.30)

which is, again, Hermitian, gauge invariant, and odd under time-reversal. This observable allows to probe the broken symmetries induced by Eq. (3.28) upon properly choosing \( \eta_1 \) and \( \eta_2 \); we find \( \Delta_2 \epsilon_0,\epsilon_0,ij = \Delta_2 \epsilon_0,\epsilon_0,ij = -8H_0^2 \epsilon_1 \epsilon_2 s_\mu \), which is only non-zero if \( H_0,\epsilon_1,\epsilon_2 s_\mu \neq 0 \) and transforms as the loop current pattern C under all magnetic symmetry operations (upon choosing \( s_x = -s_y \) as discussed above).

Pattern D can be analyzed in a similar way. As expected based on our analysis in Sec. III B 1, the bi-local Higgs ansatz for pattern D that can, to leading order in \( \epsilon_2 \), be recast in the form of the ansatz in Eq. (3.19), is the fourth-nearest-neighbor term,

\[
\Delta H_{\text{int}} = i\epsilon_2 H_0 \sum_j (-1)^{j_x+j_y} \sum_{\mu=1}^{4} s_\mu \psi_j^\dagger j_{\eta,ij} \sigma_x \psi_j + \text{H.c.}
\]

(3.31)

The symmetries of pattern D are correctly reproduced upon choosing \( s_1 = s_3 = -s_2 = -s_4 \) with \( U(1) \) or \( \mathbb{Z}_2 \).
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\[ \Delta H_{\text{int}} = \epsilon_2 H_0 \sum_{j} (-1)^{j_x+j_y} \sum_{\mu=1}^{4} s_{\mu} \psi_{j+\eta_{\mu}}^\dagger \sigma_y \psi_{j} + \text{H.c.,} \]
(3.32)
with sixth-nearest-neighbor vectors \( \eta_{\mu}^{(6)} = 3e_x + e_y \), \( \eta_{2}^{(6)} = e_x + 3e_y \), \( \eta_{3}^{(6)} = -e_x + 3e_y \)
Choosing again \( s_1 = s_3 = -s_2 = -s_4 \) yields the symme-
tries of pattern D as long as \( \epsilon_1 \neq 0 \).
Also in this case, we can probe the symmetries of
these ansätze by evaluation of observables of the form
of Eqs. (3.29) and (3.30), once the appropriate bonds \( \eta_{1,2} \) have been chosen: we find \( L_{\pm \eta_{\mu}^{(6)}}(j) = 4\epsilon_2 s_{\mu} H_{0}^{2} \)
and \( \Delta_{\pm \eta_{\mu}^{(6)}}(j) = -8H_{0}^{2} \epsilon_2 s_{\mu} \), where \( \eta_{1} = -\eta_{4} = e_x \), \( \eta_{2} = -\eta_{3} = e_y \), for the bi-local term in Eqs. (3.31) and (3.32), respectively. We, thus, see explicitly that
the symmetries of pattern D are correctly represented if \( s_1 = s_3 = -s_2 = -s_4 \) as noted above.

C. Spin degrees of freedom and \( \mathbb{CP}^3 \) theory

So far, we have focused on the chargons, which was very natural given our motivation of describing topologi-
cally ordered states that exhibit non-zero orbital cur-
rents. In this section, we discuss the spin degrees of free-
dom. Based on our interest in states which are close to
the antiferromagnet (see Sec. IIIA3), we will start from
the \( \mathbb{CP}^3 \) description of fluctuation antiferromagnetism
[36] and discuss various Higgs phases of the theory that
lead to spin-liquid states with the same symmetries as
the different loop-current patterns in Table I.

1. Spin models and loop currents

By design, any theory that only describes the spin de-
greses of freedom does not exhibit any currents. How-
ever, suitable combinations of spin operators can couple
to the current operators in some order of \( t/U \). As these
operators have to be time-reversal odd and (in the ab-
ence of spin-orbit coupling) spin-rotation invariant, they
must at least involve three spin operators. The only spin-
rotation invariant combination of three spin operators \( \hat{S} \)
is the triple product of three distinct spins (also known as
scalar spin-chirality operators). Focusing on intra-unit-
cell operators in the three-orbital model, we are left with
\[ \Delta_{s,s'}(i) := \hat{S}_i \cdot (\hat{S}_{i+s} \times \hat{S}_{i+s'}), \quad s,s' = \pm, \] (3.33)
where, as before in Sec. IIIA, integer (half-integer) in-
dices refer to Cu (O) sites. In Refs. 37, it was explicitly
demonstrated that spin-chirality operators can couple [at
order \( (t/U)^2 \)] to bond-current operators.

The scalar spin-chirality operators (3.33) also resonate
well with the interpretation of the ansätze in Eq. (3.15)
for the loop-current phases in the three-orbital model
discussed in Sec. IIIA3: The Higgs field (3.15a) on
the Cu sites describes antiferromagnetism with non-
zero magnitude of the local magnetic order but with-
out long-range order, due to strong orientational fluctu-
ations in the topologically ordered states (where \( \langle R_{\alpha} \rangle = 0 \)). While there is no Higgs field on the oxygen sites, \( V_n \) in Eq. (3.15b) describes non-trivial local spin cor-
relations \( \hat{S}_{i+s} \times \hat{S}_{i+s'} \); while these vectors undergo
strong orientational fluctuations, too, leading to \( \langle \hat{S}_{i+s} \times \hat{S}_{i+s'} \rangle = 0 \), its fluctuations are correlated
with those on the Cu sites. This allows for non-zero ex-
pectation values of \( \Delta_{s,s'} \) in Eq. (3.33).

To connect more explicitly to the loop-operators \( b_n \) in
Eq. (3.12b), that are related via Eq. (3.13) to the current
operators in the three-orbital model, let us define \( \delta_n \),
\( n = 1, 2, 3, 4 \), according to
\[ \begin{align*}
\delta_1(i) &= \Delta_{++,i}(i), \\
\delta_2(i) &= -\Delta_{--}(i), \\
\delta_3(i) &= \Delta_{--,i}(i), \\
\delta_4(i) &= -\Delta_{++}(i).
\end{align*} \] (3.34)

With these definitions, \( \delta_n(i) \) is found to have the same
transformation properties as \( b_n(i) \) under all symmetry
operations (see Table II). This not only provides a di-
rect connection between the scalar spin-chirality oper-
ators (3.33) and the Wilson loops \( b_n \) of the gauge theory,
but also allows to read off the spin operator that cou-
ples to the different loop-current patterns A–D from
the symmetries of \( b_n \) given in Table I. For instance, in
the case of pattern D, the associated spin-operator reads as
\( \mathcal{O}_D^S = \sum_j \sum_{n=1}^{4} \delta_n(j) \), which is \( C_4 \) symmetric, odd under
time-reversal \( \Theta \), and even under \( \Theta \sigma_{xz} \).

One can also write down observables with the same
transformation properties as the four loop-current pat-
ters A–D in terms of spin operators on the Cu atoms
only, \( i.e. \), in the one-orbital model on the square lattice.
This is achieved simply by replacing the oxygen atoms
in Eq. (3.33) by neighboring Cu sites,
\[ \begin{align*}
\tilde{\Delta}_{s,s'}(i) := \hat{S}_i \cdot (\hat{S}_{i+s} \times \hat{S}_{i+s'}) \quad \text{and defining} \quad \tilde{\delta}_n \text{ analogous to Eq. (3.34)},
\end{align*} \]
and so on. Also \( \tilde{\delta}_n \) transforms as \( b_n \) under all symmetry
operations and the order parameters for all different loop-
current patterns follow from Table I – in particular,
\[ \begin{align*}
\mathcal{O}_D^S &= \sum_j \sum_{n=1}^{4} \tilde{\delta}_n(j).
\end{align*} \] (3.35b)

The result of Appendix B implies that there is no anal-
ogous classical magnetic texture on the square lattice,
\( \langle \hat{S}_i \rangle \), such that the classical factorization
\[ \langle \tilde{\Delta}_{s,s'}(i) \rangle_{\text{cl}} = \langle \hat{S}_i \rangle \cdot \left( \langle \hat{S}_{i+s} \rangle \times \langle \hat{S}_{i+s'} \rangle \right) \] (3.36)
of the expectation value of Eq. (3.35a) captures the symmetries of pattern C and D. In contrast, for pattern A and B, this is possible once \( \langle S_i \rangle \) assumes the form of a conical spiral \[8\].

This crucial difference between pattern A/B and C/D will also be reflected in the \( \mathbb{CP}^1 \) formalism: in Sec. III C 3 below, we will find that the \( \mathbb{CP}^1 \) description of phases C and D requires more complicated terms (with more fields and derivatives) than those of phases A and B. This will again be traced back to the presence of the magnetic point symmetry \( C_2 \Theta \) of the latter two loop current patterns while the loop currents C and D are odd under \( C_2 \Theta \). For completeness, we finally point out that this difference in symmetry has the following additional consequence for the description in terms of spin operators. Pattern A and B can couple to operators of the form

\[
L_\eta(t) = \hat{S}_I \cdot \left( \hat{S}_{i+\eta} \times \hat{S}_{i-\eta} \right),
\]

with \( \eta = e_x \) for pattern A and \( \eta = (1, -1) \) for pattern B. For any loop current pattern, such as C and D, with preserved \( C_2 \) (and translational) symmetry, we must have \( \langle L_\eta \rangle = 0 \) for any \( \eta \).

2. Pattern A and B

Let us now turn to the \( \mathbb{CP}^1 \) description of these phases and begin with pattern A and B. As has already been discussed in Ref. 8, the \( \mathbb{CP}^1 \) theory naturally leads to phases with \( \mathbb{Z}_2 \) topological order and exactly the same symmetries as the loop-current pattern A and B. In this subsection, we briefly review and introduce the notation in order to describe the states with the symmetries of pattern C and D in Sec. III C 3 below.

The \( \mathbb{CP}^1 \) action of fluctuating antiferromagnetism reads as [36]

\[
S = \frac{1}{g} \int d^2x dt |D_\mu z_\alpha|^2 + \ldots, \quad D_\mu = \partial_\mu - ia_\mu, \quad (3.38)
\]

where the integration and the index \( \mu \) of the derivative \( \partial_\mu \) involve two-dimensional space, \( x = (x, y) \), and time, \( t \), \( z_\alpha \) are two-component bosonic \( \mathbb{CP}^1 \) fields (with constraint \( z_\alpha^* z_\alpha = 1 \) and related to the local Néel order \( n \) according to \( n = z^* \sigma z \)), and \( a_\mu \) are emergent U(1) gauge fields. By virtue of being compact, the gauge fields allow for monopoles which require additional regularizations and Berry-phase terms represented by the ellipsis. However, these terms are not crucial for the following analysis as we focus on \( \mathbb{Z}_2 \) topologically ordered states where monopoles are suppressed.

While we will mainly focus on symmetry arguments in this section, the \( \mathbb{CP}^1 \) action can, in principle, also be derived \[8, 18\] from the microscopic Hubbard-like model by rewriting the electronic operators according to Eq. (2.6) and integrating out the chargons (technically only possible in the insulator); after rewriting the spinon fields \( R_{\alpha i} \) as in Eq. (2.8), a gradient expansion yields the continuum \( \mathbb{CP}^1 \) theory.

The prefactor \( 1/g \) in Eq. (3.38) controls the strength of fluctuations; for small \( g \), we obtain a conventionally ordered Néel phase, where \( \langle z_\alpha \rangle, \langle n \rangle \neq 0 \), while large \( g \) induces a gap to the bosons. Without further terms in the action, confinement will eventually lead to valence bond solid (VBS) order \[19, 38\].

To avoid confinement for large \( g \), we add charge-2 Higgs fields (\( \sim zz \)). As we are only interested in spin-rotation invariant Higgs phases (see transformation behavior of the \( \mathbb{CP}^1 \) fields summarized in Table III) and \( z_\alpha \varepsilon_{\alpha \beta} z_\beta = 0 \), with \( \varepsilon_{\alpha \beta} = (i \delta_{y} \alpha, \beta) \), the leading non-vanishing terms we can consider are \( z_\alpha \varepsilon_{\alpha \beta} \partial_\beta z_\beta \) and \( z_\alpha \varepsilon_{\alpha \beta} \partial_\alpha z_\beta, \ a = x, y \). This motivates considering the extended action \( S \to S + \int d^2 x dt L_{P,Q} \) with

\[
L_{P,Q} = |(\partial_\mu - 2ia_\mu)|^2 + |(\partial_\mu - 2ia_\mu)Q_\alpha|^2 + (\lambda_1 P^* \varepsilon_{\alpha \beta} z_\alpha \partial_\beta z_\beta + \lambda_2 Q_\alpha^* \varepsilon_{\alpha \beta} z_\alpha \partial_\beta z_\beta + \text{H.c.}) - m_P^2 |P|^2 - m_Q^2 |Q_\alpha|^2 + \ldots, \quad (3.39)
\]

where the ellipsis stands for higher order terms in the Higgs potentials. From the transformation properties summarized in Table III, we can see that if both \( P \) and \( Q_\alpha \) condense, time-reversal and two-fold rotation symmetry \( C_2 \) are broken while their product is preserved. Translational symmetry is present as long as \( \langle P \rangle \langle Q_\alpha \rangle^* \in \mathbb{R} \). This shows that phases with the symmetries of the loop current patterns A and B are obtained as Higgs phases of the quadratic \( \mathbb{CP}^1 \) theory in Eqs. (3.38) and (3.39): The symmetries of pattern A are obtained when

\[
\langle Q_x \rangle = q, \quad \langle Q_y \rangle = 0, \quad \langle P \rangle = p, \quad (3.40)
\]

and those of pattern B if

\[
\langle Q_x \rangle = -\langle Q_y \rangle = q, \quad \langle P \rangle = p, \quad (3.41)
\]

where \( pq^* \in \mathbb{R} \). An observable, i.e., a gauge-invariant, Hermitian operator, in terms of the Higgs fields that can couple to the current patterns A and B is given by

\[
O_a^{\mathbb{CP}^1} = Q_a^* P + Q_a P^*, \quad (3.42)
\]

We have \( \langle O_a^{\mathbb{CP}^1} \rangle = 2pq^*(1, 0) \) and \( \langle O_b^{\mathbb{CP}^1} \rangle = 2pq^*(1, -1) \) for pattern A and B, respectively. In Ref. 8, these Higgs phases have been explicitly derived from the one-orbital SU(2) gauge theory of Sec. III B.

While the \( \mathbb{CP}^1 \) theory very naturally leads to phases with the symmetries of pattern A and B, obtaining those of the current patterns C and D is more difficult, as discussed next.

3. Pattern C and D

The \( \mathbb{CP}^1 \) theory in Eqs. (3.38) and (3.39) cannot have the same symmetries as those of pattern C and D since it
necessarily preserves the product of $C_2$ and time-reversal: As $Q_a$ and $P$ are even (odd) and odd (even) under time-reversal ($C_2$), we can only either preserve time-reversal and $C_2$ (only one of the fields condenses) or break both at the same time (both condense). In fact, any quadratic $\mathbb{CP}^1$ theory with spin-rotation and translational symmetry has the property that if time-reversal is broken, the same holds for $C_2$. To see this, first note that spin-rotation invariance only allows for two different types of terms,

$$c_1 z^*_\alpha \partial^n z_\alpha + \text{H.c. and } c_2 \varepsilon_{\alpha\beta} \partial^n z_\alpha + \text{H.c.},$$

with, in general, complex prefactors $c_{1,2} \in \mathbb{C}$. Here $\partial^n$ represents $n$ derivatives with respect to either space or time or any mixture of the two.

To begin with the first term, translational symmetry requires $c_1 \in \mathbb{R}$. Consequently, only even powers $n$ can contribute (in the bulk) and, hence, this terms has to be invariant under time-reversal in order to preserve $C_2$ (and vice versa).

In the second term in Eq. (3.43), only odd $n$ can contribute due to the antisymmetry of $\varepsilon$. As additional multiplication of $\partial^n$ by $\partial_\alpha^2$, $\partial_\beta^2$, or $\partial_\alpha\partial_\beta$ does not yield terms with different behavior under $\Theta$ or $C_2$, we can focus on $\partial^n = \partial_\alpha$ or $\partial^n = \partial_\beta$, which are just the terms generated by condensation of the Higgs fields $P$ and $Q_a$ in Eq. (3.39). This proves that $\Theta C_2$ is a symmetry of any local, quadratic $\mathbb{CP}^1$ theory with spin-rotation and translational symmetry.

Consequently, we necessarily have to go beyond quadratic order to describe phases with the same symmetries as pattern C and D. As terms with three $\sigma$ fields necessarily lead to the loss of topological order, we have to study expressions involving four $\sigma$ fields (order parameters expressed in terms of gauge fields will be discussed at the end of this section). Naturally, there are many terms involving four bosonic fields that can be considered. Therefore, we first focus on charge-2 terms of the form $z^* z^3$. Naively, there are two possible spin-reversal invariant Higgs candidates to consider, which, to leading order in derivatives, have the from

$$(z^*_\alpha q_\mu z_\alpha)(\varepsilon_{\beta\gamma} z_\beta \partial_{\mu'} z_\gamma),$$

$$(z^*_\alpha \sigma_{\alpha\beta'} \partial^n z_\alpha) \cdot (\varepsilon_{\beta\gamma} z_\beta \partial_{\gamma'} z_\gamma),$$

with $\mu, \mu' = x, y, t$ and $n + n' = 2$. However, it is easily seen that the terms of the form of Eq. (3.44b) with $n = 2, n' = 0$ (and $n \leftrightarrow n'$) vanish (upon integrating by parts) and that the remaining possible case, $n = n' = 1$, is equivalent to Eq. (3.44a) which can be shown by partial integration. We can, hence, focus on Eq. (3.44a). To further restrict the number of possible choices of $\mu$ and $\mu'$, we note that the total number of spatial derivatives of any Higgs term in phase C or D cannot be one. This results from the combination of translational and $C_4$ rotation (or $\Theta C_4$) symmetry: Take, e.g., $Q_a$ which we have studied earlier. Due to $C_4$ (or $\Theta C_4$) rotation symmetry, we have $\langle Q_x \rangle = \pm i \langle Q_y \rangle$ which, at the same time, is inconsistent with translational symmetry. The same argument applies to the four-boson terms in Eq. (3.44).

In combination with the fact that both current patterns C and D break mirror reflection symmetries, the minimal number of spatial derivatives is two. We are thus left with just a single term, with both derivatives in Eq. (3.44a) being spatial, and, hence, extend the action in Eq. (3.38) according to $S \rightarrow S + \int d^2 x \, dt \, (\mathcal{L}_{P,Q} + \mathcal{L}_W)$, where

$$\mathcal{L}_W = ([\partial_\mu + 2i a_\mu] W_{ab}^*) (\partial_\mu - 2i a_\mu) W_{ba} + V(W_{ab})$$

$$+ \lambda_3 W_{ab}^* (x^*_\alpha D_\alpha z_\alpha) \cdot (\varepsilon_{\beta\gamma} z_\beta \partial_\gamma z_\gamma) + \text{H.c.},$$

with $V(W_{ab})$ describing the Higgs potential and $a, b = x, y$ being summed over. Note that $W_{ab}$ can be restricted to be symmetric under $a \leftrightarrow b$ as the antisymmetric part of $W_{ab}$ only couples to a (quadratic) boundary term.

As follows from the symmetry representations listed in Table III, pattern C is obtained as

$$\langle Q_a \rangle = 0, \quad \langle P \rangle = p,$n

$$\langle W_{xx} \rangle = - \langle W_{yy} \rangle = w, \quad \langle W_{xy} \rangle = \langle W_{yx} \rangle = 0,$n

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Symmetry & $\mathbb{CP}^1$ fields & $P$ & $Q_a$ & $W_{ab}$ \\
\hline
$T_{x,y}$ & $z_\alpha(x, t) \rightarrow \varepsilon_{\alpha\beta} z^*_\beta(x, t)$ & $P \rightarrow P^*$ & $Q_a \rightarrow Q_a^*$ & $W_{ab} \rightarrow W_{ab}^*$ \\
$\text{SU}(2)_c$ & $z_\alpha(x, t) \rightarrow (e^{i\varphi_\alpha})_{\alpha\beta} z_\beta(x, t)$ & $P \rightarrow P$ & $Q_a \rightarrow Q_a$ & $W_{ab} \rightarrow W_{ab}$ \\
$C_2$ & $z_\alpha(x, t) \rightarrow z_\alpha(-x, t)$ & $P \rightarrow P$ & $Q_a \rightarrow -Q_a$ & $W_{ab} \rightarrow W_{ab}$ \\
$\Theta$ & $z_\alpha(x, t) \rightarrow \varepsilon_{\alpha\beta} z_\beta(x, -t)$ & $P \rightarrow -P$ & $Q_a \rightarrow Q_a$ & $W_{ab} \rightarrow W_{ab}$ \\
$C_4$ & $z_\alpha(x, t) \rightarrow z_\alpha(R_{C4} x, t)$ & $P \rightarrow P$ & $Q_a \rightarrow (R_{C4} Q)_a$ & $W_{ab} \rightarrow (R_{C4} W_{ab} R_{C4}^*)_{ab}$ \\
$\sigma_{yz}$ & $z_\alpha(x, t) \rightarrow z_\alpha(R_{\sigma_{yz}} x, t)$ & $P \rightarrow P$ & $Q_a \rightarrow (R_{\sigma_{yz}} Q)_a$ & $W_{ab} \rightarrow (R_{\sigma_{yz}} W_{ab} R_{\sigma_{yz}}^*)_{ab}$ \\
\hline
\end{tabular}
\caption{Representation of all relevant symmetries, translation $T_{x,y}$ by lattice spacing along $x, y$, spin-rotation SU(2)$_c$, time-reversal $\Theta$, two-fold rotation $C_2$, four-fold rotation $C_4$, and reflection $\sigma_{yz}$, in the $\mathbb{CP}^1$ theory (3.38) with additional Higgs fields $P$, $Q_a$, and $W_{ab}$, defined in Eqs. (3.39) and (3.45), respectively. We use $R_{\sigma}$ to denote the representation of $g = e^{i\varphi_2} C_4$ on 2D coordinates $x = (x, y)^T$. As $C_2$ plays a crucial role in the discussion of Sec. III C 3, we have added $C_2$ as a separate symmetry although $(C_4)^2 = C_2$.}
\end{table}n

\begin{equation}
\langle Q_a \rangle = 0, \quad \langle P \rangle = p, \\
\langle W_{xx} \rangle = - \langle W_{yy} \rangle = w, \quad \langle W_{xy} \rangle = \langle W_{yx} \rangle = 0,
\end{equation}
where, due to translational symmetry, $pv^* \in \mathbb{R}$.

As before, we can define observables in terms of Higgs fields that can directly couple to the loop currents. To this end, let $\mathcal{R}_{ab} = W_{ab}^* P + W_{ab} P^*$, which is Hermitian, gauge invariant, spin-rotation symmetric, invariant under translation, and odd under time-reversal (see Table III). The combination

$$\mathcal{O}_D^{\text{CP}} = R_{xx} - R_{yy}$$

(3.47)
of the different components of $\mathcal{R}_{ab}$ has exactly the same symmetries as the loop-current patterns $C$ and can therefore be seen as the corresponding CP$^1$ order parameter.

In the case of pattern D, however, rotation and reflections symmetries require $\langle W_{xy} \rangle = -\langle W_{yx} \rangle \neq 0$ (or, equivalently, $\mathcal{O}_D^{\text{CP}} = R_{xy} - R_{yx}$) which cannot be realized due to $W_{ab} = W_{ba}$ as discussed above.

So far, we have been focusing on charge-2 quartic Higgs fields, $\sim z^2 z^3$. However, in principle, also U(1) symmetric, $\sim (z^2 z^4)^2$, or charge-4 Higgs fields, $\sim z^4$, are conceivable. Interestingly, as is shown in Appendix C, these two additional classes of terms do not allow for the symmetries of pattern C and D with two or fewer derivatives.

Consequently, in order to realize pattern D, we have to consider Higgs fields involving higher-order derivatives. It can be realized, for instance, by extending Eq. (3.45) to include a charge-2 Higgs field $X_{ab}^\mu$ with coupling

$$\lambda_4 \left( X_{ab}^{\mu *}(a_\alpha D_\alpha D_{\mu z} \alpha) (\epsilon_{\beta \gamma} z_\beta \partial_{\nu} z_\gamma) \right) + \text{H.c.}, \quad (3.48)$$

where, as before, $a,b = x,y$ and $\mu = x,y,t$. This allows to write down a CP$^1$ order parameter for pattern D,

$$\mathcal{O}_D^{\text{CP}} = \sum_\mu P^\mu (X_{xy}^\mu - X_{yx}^\mu) + \text{H.c.;} \quad (3.49)$$

the symmetries of pattern D are realized, e.g., when $\langle P \rangle = p$ and $\langle X_{xy}^\mu \rangle = -\langle X_{yx}^\mu \rangle = x$ with $px^* \in \mathbb{R}$.

As discussed in Appendix D, very similar behavior is found in the semi-classical O(3) non-linear sigma model [39] description of pattern D: as a consequence of rotation and reflections symmetries, the O(3) non-linear sigma model expression for the order parameter $\mathcal{O}_D^S$, defined in Eq. (3.35), has its first non-zero contribution at fourth order in the gradient expansion and its form closely parallels that of $\mathcal{O}_D^{\text{CP}}$. In contrast, the order parameter of pattern C can be represented involving two spatial gradients.

Finally, we mention that one can also write down an order parameter for pattern D in terms of the gauge fields $a_\mu$. As pointed out in Ref. 40, the operator $\xi_{\mu \nu \lambda} \partial_{\nu} f_{\rho \mu \lambda}$, with $f_{\rho \mu \lambda} = \partial_\rho a_{\mu} - \partial_\mu a_{\rho}$ and three-dimensional Levi-Civita symbol $\xi_{\mu \nu \lambda}$, has the same transformation properties as $\mathcal{O}_D^S$ under all symmetries of the square lattice and $\Theta_4$ upon noting that $a_{\mu}$ transforms as $iz^4 \partial_{\mu} z$ [see Eq. (3.38)], it is readily seen that this is the gauge-invariant combination of gauge fields with the fewest number of fields and derivatives that has the same symmetries as pattern D. Also its structure is very similar to $\mathcal{O}_D^{\text{CP}}$ in Eq. (3.49) (with $a_\mu \sim iz^4 \partial_{\mu} z$, both operators contain five derivatives). Transforming the same way under all symmetries of the system [including the emergent continuous spatial rotation symmetry of the continuum CP$^1$ action], the gauge-field operator $\xi_{\mu \nu \lambda} \partial_{\rho} f_{\rho \mu \lambda}$ and $\mathcal{O}_D^{\text{CP}}$ will, in general, be coupled in the effective action obtained by integrating out the CP$^1$ bosons $z_\alpha$.

IV. FERMIONIC SPINONS AND BOSONIC CHARGONS

In this section, we turn to the fermionic spinon approach outlined in Section II.B. Among the orbital current patterns illustrated in Table I, the fermionic spinon realizations of patterns A and B were already presented in Ref. 9. Motivated by the observation that the description of pattern D was most complicated in the approach with bosonic spinons, i.e., involved the largest number of derivatives or furthest neighbor hopping, we will focus on the case of pattern D in the following.

One of the main results of our paper is that pattern D is connected to a spin liquid that has been extensively studied in the literature: the chiral spin liquid [15, 16]. We will recall the fermionic spinon theory of the chiral spin liquid in Section IV.A using the one-band square lattice model. However, the one-band formulation is not sufficient to detect the nature of the orbital currents: the four-fold rotational symmetry of the state implies that orbital currents vanish identically on all links of the one-band square lattice. We then proceed to the discussion of the three-band case in Section IV.B, and demonstrate the presence of orbital currents in the pattern D.

A. $\pi$-flux and chiral spin liquid states in the one-band model

For our purposes, it is convenient to set up the fermionic spinon formulation by starting with an underlying Hubbard model (rather than the more commonly used t-J model). We begin by writing the parameterization in Eq. (2.14) in the form

$$c_{i\alpha} = b_{i1} f_{i\alpha} + b_{i2}^* \varepsilon_{j\beta} f_{j\beta}^i \quad (4.1)$$

where $\alpha = \uparrow, \downarrow$ is a spin index. Inserting this into the hopping terms of the Hubbard model, we use

$$c_{i\alpha} c_{j\alpha} = (f_{i\alpha}^2 f_{j\alpha}) (b_{i1}^* b_{j1}) + (f_{i\alpha} f_{j\alpha}^*) (b_{i2}^* b_{j2}) + \cdots \quad (4.2)$$

The terms omitted in Eq. (4.2) involve $f$-fermion pair operators whose average values vanish in the states we consider below. For the local number density, after factorizing fermion and boson expectation values, Eq. (4.2) implies

$$\langle c_{i\alpha}^* c_{i\alpha} \rangle = 1 + \left( \langle f_{i\alpha}^* f_{i\alpha} \rangle - 1 \right) \langle |b_{i1}|^2 - |b_{i2}|^2 \rangle \quad (4.3)$$
FIG. 2. Sketch of the saddle-point Hamiltonian, \( H_f \), for the fermionic spinons, \( f \), in the one-band model. The hopping parameters \( t_1 \) and \( t_2 \) are real. The \( \pi \)-flux state is obtained by \( t_2 = 0 \), and the chiral spin liquid for \( t_2 \neq 0 \).

We now replace the boson operators in Eq. (4.2) by expectation values, and assume that they lead to an effective Hamiltonian for the fermionic spinons, \( f_{\alpha} \), of the form

\[
H_f = - \sum_{i<j} \left( \bar{t}_{ij} f_{i\alpha}^\dagger f_{j\alpha} + \bar{t}_{ij} f_{j\alpha}^\dagger f_{i\alpha} \right).
\]  

(4.4)

Note that the \( \bar{t}_{ij} \) have been renormalized from the bare \( t_{ij} \) in the electronic three-band model by factors of \( \langle b_{1j}^\dagger b_{j1} - b_{2j}^\dagger b_{j2} \rangle \); the \( \bar{t}_{ij} \) are gauge-invariant, while the \( t_{ij} \) are not. To obtain the \( \pi \) flux and chiral spin liquid states, we take first and second neighbor hopping \( \pm t_1 \) and \( \pm t_2 \) as shown in Fig. 2. We employ a 2 site unit cell, and then the momentum space Hamiltonian is

\[
H_f = \sum_{k} \sum_{a,b} f_{i\alpha}^\dagger(k) M_{ab}(k) f_{b\alpha}(k)
\]

(4.5)

where \( a, b = A, B \) are sublattice indices, and the matrix \( M \) is specified by

\[
M_{11} = -M_{22} = -2t_2 \sin(k_x + k_y) - 2t_2 \sin(k_x - k_y)
M_{12} = M_{21}^* = -2t_1 \cos(k_x) - 2it_1 \sin(k_y)
\]

(4.6)

This Hamiltonian has Dirac nodes at valleys \( v = 1 \) at \( k = (\pi/2, 0) \) and \( v = 2 \) at \( k = (-\pi/2, 0) \). We focus on the vicinities of these points by writing \( k = (\pm \pi/2 + q_x, q_y) \) and expand for small \( q_x, q_y \). We also introduce Pauli matrices \( \tau^\lambda \) in sublattice space, \( \sigma^\lambda \) in spin space, and \( \mu^\lambda \) in valley space. Then we can write the Hamiltonian as

\[
M = 2t_1 \mu^\tau \tau^\tau q_x + 2t_1 \tau^\tau q_y - 4it_2 \tau^\tau \mu^\tau
\]

(4.7)

This is the Hamiltonian of two species of two-component Dirac fermions with mass \( 4t_2 \).

Importantly, the chirality of the masses at the 2 Dirac nodes is the same. To see this, let us introduce the Lagrangian density associated with \( M \)

\[
\mathcal{L} = f^\dagger \left[ \partial_\tau - 2it_1 \mu^\tau \tau^\tau \partial_x - 2it_1 \tau^\tau \partial_y - 4it_2 \tau^\tau \mu^\tau \right] f
\]

(4.8)

We want to remove the \( \mu^\tau \) in the \( x \)-derivative. So we map

\[
f \rightarrow \left( \frac{1 + \mu^\tau}{2} + \frac{1 - \mu^\tau}{2} \tau^\tau \right) f.
\]

(4.9)

Then the Lagrangian density becomes

\[
\mathcal{L} = f^\dagger \left[ \partial_\tau - 2it_1 \tau^\tau \partial_x - 2it_1 \tau^\tau \partial_y - 4it_2 \tau^\tau \right] f
\]

(4.10)

We also want to make the matrices associated with derivatives symmetric. So we map

\[
f \rightarrow \frac{(1 + i\tau^\tau)}{\sqrt{2}} f
\]

(4.11)

to obtain

\[
\mathcal{L} = f^\dagger \left[ \partial_\tau - 2it_1 \tau^\tau \partial_x - 2it_1 \tau^\tau \partial_y - 4it_2 \tau^\tau \right] f.
\]

(4.12)

This form establishes the common chirality of both Dirac nodes.

The field-theoretic formulation of the gauge fluctuations about this spinon Hamiltonian have been discussed extensively in the literature, and a recent discussion is in Ref. 40. The \( \pi \)-flux state, at \( t_2 = 0 \), is described by a SU(2) gauge theory coupled to 2 species of massless 2-component Dirac fermions. The Dirac mass term, can be viewed as the condensate of a fluctuating scalar field, \( \phi \). In this manner, we obtain a continuum relativistic Lagrangian, which we can write schematically as

\[
\mathcal{L}_\phi = i \bar{f} \gamma_\mu D_\mu f - i \lambda \bar{\phi} \bar{f} f + (\partial_\mu \phi)^2 + s \phi^2 + u \phi^4.
\]

(4.13)

Here \( \gamma_\mu \) are the Dirac gamma matrices, \( D_\mu \) is a co-variant derivative of a SU(2) gauge field \( a \), and \( \Lambda \) is a Yukawa coupling to the real scalar field \( \phi \). When \( \langle \phi \rangle = 0 \), we obtain the \( \pi \)-flux gapless spin liquid: Ref. 40 argued that this spin liquid describes the phase transition between the Neel ordered and VBS phases. As we tune the scalar mass \( s \), we undergo a quantum phase transition to a phase which spontaneously breaks time-reversal symmetry with \( \langle \phi \rangle \neq 0 \); this is the chiral spin liquid. The \( \phi \) condensate gives the fermions a mass, and integrating out the massive fermions yields a Chern-Simons term in the SU(2) gauge field [40].

The field theory in Eq. (4.13) can also describe a direct phase transition from the chiral spin liquid to a Neel ordered phase across a deconfined critical point at \( s = s_c \). When \( s < s_c \), \( \phi \) is condensed, leading to a chiral spin liquid, as noted above. Exactly at \( s = s_c \), we have critical \( \phi \) fluctuations along with gapless fermions, and we presume this stabilizes a deconfined conformal field theory. For \( s > s_c \), \( \phi \) is gapped and can be ignored; the remaining theory is SU(2) quantum chromodynamics with \( N_f = 2 \).
flavors of two-component massless fermions, and recent Monte-Carlo simulations \[41, 42\] indicate that such a theory undergoes confinement and chiral symmetry breaking. A reasonable conclusion is that the chiral symmetry breaking leads to Néel order \[42\].

We also computed the orbital currents in the one-band chiral spin liquid state above by introducing the charged boson excitations as described below in Section IV B. We confirmed that all currents vanished in this one-band formulation, as stated in Table I. As already mentioned above, this vanishing is related to the four-fold rotational symmetry of pattern D. Given any link oriented from site \(i\) to \(j\), we can perform a \(\pi\)-rotation about site \(i\), and follow it by a translation, to deduce that the current should be the same on the link oriented from site \(j\) to \(i\); hence all currents vanish in the one-band model. This argument does not extend to the three-band model because then the O sites are not centers of four-fold rotation symmetry. The following section explicitly demonstrates the presence of orbital currents in the three-band formulation of the chiral spin liquid.

B. Extension to the three-band model

We will now apply the parameterization in Eq. (4.1) to the three-band model, and deduce the structure of the mean-field theory after factorizing expressions like those in Eq. (4.2) into fermion and boson bilinears. All factorizations will conserve spin, and the boson and fermion numbers separately, as is needed for a theory of an insulator or metal. We will also consider here the effective action for the bosons \(b_1\) and \(b_2\), and use it to compute the orbital charge currents on each link.

Before describing the structure of the effective Hamiltonians of the fermions and bosons, we first consider the fate of the kinematic Berry phase terms in the Lagrangian. From the definitions in Section II, we have

\[
c_{a\alpha}^\dagger \partial^\tau c_{a\alpha} = \frac{1}{2} \text{Tr} \left[ C_{a\alpha}^\dagger \partial^\tau C_{a\alpha} \right] = \frac{1}{2} \text{Tr} \left[ F_{a\alpha}^\dagger \partial^\tau F_{a\alpha} \right] + \frac{1}{2} \text{Tr} \left[ R_{a\alpha}^\dagger F_{a\alpha}^\dagger \partial^\tau R_{a\alpha} \right] ,
\]

where we have freely integrated by parts. The first term on the right-hand side confirms that the \(F_{a\alpha}\) fermions are canonical, as we have already assumed. In the second term, we replace the fermion bilinear with an expectation value (in the Grassman path integral), with \(\langle F_{a\alpha}^\dagger F_{a\alpha} \rangle \propto \sigma^z\). Then using

\[
\frac{1}{2} \text{Tr} \left[ R_{a\alpha}^\dagger \sigma^z \partial^\tau R_{a\alpha} \right] = b_{a1}^\dagger \partial^\tau b_{a1} + b_{a2}^\dagger \partial^\tau b_{a2} ,
\]

we confirm that the \(b_{a1}\) and \(b_{a2}\) behave like canonical bosons (after rescaling). Note that the right-hand-side of Eq. (4.15) is invariant under global SU(2) \(_c\), as it must be.

Let us now describe the structure of the fermion Hamiltonian. As in Section IV A, this is obtained by factorizing the boson bilinears in Eq. (4.2). Then the analog of Eq. (4.5) is now

\[
H_f = \sum_{k} \sum_{a=3}^{6} \epsilon_p f_{aa}(k) f_{aa}(k) + \sum_{k} \sum_{a,b=1}^{6} f_{aa}(k) M_{ab}(k) f_{ba}(k) ,
\]

where \(a,b\) extends over the 6 sites in a unit cell illustrated in Fig. 3. The matrix \(M_{ab}\) contains the hopping matrix elements \(t_{1,2}\) as illustrated. The signs of the real \(t_1\) are chosen so that there is \(\pi\) flux in each square lattice plaquette of Cu atoms. The complex \(t_2\) are chosen so that the flux in all loops is invariant under all square lattice translational and rotational symmetries. We numerically diagonalized in Eq. (4.16) and found that the spectrum was very similar to that of the one-band model in Section IV A. At \(t_2 = 0\), there are 2 massless Dirac nodes. Turning on a non-zero \(t_2\) opens up a gap at both nodes with the same chirality, so that the bands near the Dirac nodes have a non-zero Chern number. Consequently, the low-energy theory of the spinons is still given by the field theory in Eq. (4.13).

Next, we determined the effective Hamiltonian for the bosons by factorizing the fermion bilinears in Eq. (4.2).
This yields a Hamiltonian for $b_2$ of the form
\[
H_{b2} = \sum_{k} \sum_{a=3}^{6} \epsilon_p b_{2a}^*(k) b_{2a}(k) \\
+ \sum_{k} \sum_{a,b=1}^{6} b_{2a}^*(k) \tilde{M}_{ab}(k) b_{2b}(k),
\]
(4.17)
where $\tilde{M}$ is a matrix with same structure as $M$, but with the $t_1$ and $t_2$ replaced by $\tilde{t}_1$ and $\tilde{t}_2$. Similarly, the Hamiltonian for $b_1$ is
\[
H_{b1} = \sum_{k} \sum_{a=3}^{6} \epsilon_p b_{1a}^*(k) b_{1a}(k) \\
- \sum_{k} \sum_{a,b=1}^{6} b_{1a}^*(k) \tilde{M}_{ab}(k) b_{1b}(k),
\]
(4.18)
The condensation of $b_{1,2}$ leads to superconducting states, and so we only consider $H_{b1,2}$ at temperatures above the condensation temperature of the bosons.

Finally, we used the above quadratic Hamiltonian for the fermions and bosons to compute the gauge-invariant charge current on each link. From Eq. (4.2), the expression for the current, $J_{ij}$, on the link connecting sites $i$ and $j$ is
\[
J_{ij} = 2t_{ij} \text{Im} \left[ \left\langle f_{i\alpha}^\dagger f_{j\alpha} \right\rangle \left\langle b_{1j}^\dagger b_{1j} \right\rangle - \left\langle f_{i\alpha}^\dagger f_{j\alpha} \right\rangle \left\langle b_{2j}^\dagger b_{2j} \right\rangle \right].
\]
(4.19)
We assumed sample values of the parameters $t_{1,2}, t_{1,2}', \epsilon_p, \epsilon_{p,1,2}$, and the fermion and boson chemical potentials. We then verified numerically that for $t_{2,2}'$ complex, the currents $J_{ij}$ display pattern D of Table I.

We note that the above formalism can be applied equally to the undoped and doped antiferromagnets, as long as the temperature is high enough so that the bosons are not condensed. As $T \to 0$, the Chern-Simons term will convert the bosons into semions, and we expect anyonic superconductivity at non-zero doping [43–45]. This should be contrasted with the low temperature metallic states with the same time-reversal and mirror symmetry breaking, but distinct $\mathbb{Z}_2$ topological order, obtained in the formalism of Section III for pattern D.

V. SYMMETRY SIGNATURES OF DIFFERENT LOOP CURRENTS IN MAGNETIC FIELD

Having provided various spin-liquid descriptions of loop-current order, we next comment on the distinct symmetry-signatures of the different loop current patterns in Table I. Based solely on symmetries, the following discussion does not depend upon which spin-liquid description is used. For concreteness, we use the three-orbital model with bosonic spinons, see Sec. IIIA, to illustrate our general symmetry arguments by explicit calculations.

Although the magnetic point group uniquely determines the loop current pattern in Table I, some experimental probes are only sensitive to time-reversal-invariant observables, such as STM. This is why STM can only be used to extract the (local) magnetic point group modulo time-reversal. For instance, in the case of pattern C and D, all time-reversal-invariant observables will be invariant under all symmetries of the square lattice, i.e., the presence of these types of loop currents is entirely ‘invisible’ to STM. For both pattern A and B, only nematic symmetry breaking (reduction of point group from $C_{4v} \to C_{2v}$) is accessible. Using the overlap between neighboring atoms as examples, the symmetry signatures for time-reversal invariant observables of all patterns are illustrated in Table I.

However, distinct symmetry signatures of pattern A–D can be revealed in time-reversal symmetric observables once a magnetic field along the $z$ direction is applied, $B_z \neq 0$. Upon noting that the magnetic field is invariant under $C_4$ and $\Theta \sigma_{xy}$, the resulting symmetry signatures for the local overlaps of the atomic wavefunctions are straightforwardly obtained and summarized in Table I. For instance, an imbalance in the overlap of the Cu-O bonds along the positive and negative $x$- and $y$-directions cannot be directly induced by the magnetic field alone but will be proportional to the product of the magnetic field and the order parameter of loop-current pattern B; the experimental detection of this imbalance in a magnetic field would be strong evidence for loop-currents with the symmetries of pattern B.

We note that pattern D is special as it is the only configuration that transforms exactly as the magnetic field along the $z$ direction and, hence, does not lead to any additional symmetry breaking when an orbital magnetic field $B_z$ is applied. In this sense, it can be regarded as an orbital ferromagnet. This is also the reason why this pattern exhibits an anomalous Hall and a non-zero Kerr effect as discussed in the introduction.

To illustrate these symmetry arguments, we consider the kinetic energies ($A$ denotes the magnetic vector potential)
\[
K_{ij} = -t_{ij} \left\langle e^i f_{ij}^\dagger d^r A(r) \psi_{i\alpha}^\dagger \left(U_{ij}\right)_{\alpha\beta} \psi_{j\beta} + H.c. \right\rangle
\]
(5.1)
along both the four different O-O bonds associated with $V_n$ in Fig. 1 (denoted by $K_{n}^{O-O}$, $n = 1, 2, 3, 4$, in the following) and along the four Cu-O bonds associated with $W_n$ (represented by $K_{n}^{Cu-O}$) within the three-orbital model of Sec. IIIA.

In analogy to the derivation of the expectation values (3.13) of the currents, obtained by treating the hopping amplitudes $t, t'$ as perturbations, we can calculate $K_{ij}$ in the presence of a magnetic field. As shown in Appendix A, the leading terms that depend on the magnetic field read as
\[
K_{n}^{O-O}(B_z) - K_{n}^{O-O}(0) = t^2 t' \left[ f_b \sin(\phi) b_n + f_e (1 - \cos(\phi)) c_n \right]
\]
(5.2a)
for the O-O and
\[ K^{O-Cu}_n(B_2) - K^{O-Cu}_n(0) = t^2 t' \left[ -f_e \sin(\phi) (b_n + b_{n-1}) + f_e (1 - \cos(\phi)) (e_n + e_{n-1}) \right] \] (5.2b)

for the Cu-O bonds. In Eq. (5.2), the dependence on the magnitude \( H = |\mathbf{H}| \) of the Higgs-field (independent of \( j \) due to translational symmetry), on \( \mu \), and \( \Delta \) is described by the prefactors \( f_{e,b} = f_{e,b}(H, \Delta, \mu) \), which are given in Eqs. (A10) and (A11), and \( \phi \) is the magnetic flux per elementary Cu-O-O triangle in units of the flux quantum.

From these expressions and taking into account the symmetries of \( b_n \) and \( e_n \) of the different loop-current patterns, we reproduce all symmetry signatures in the presence of a magnetic field discussed above and shown in Table I. For instance, while the kinetic energies of pattern D are affected by a magnetic, we see from Eq. (5.2) that all bonds are affected equally in that case since \( b_n = b_{n+1} \) and \( e_n = e_{n+1} \).

We finally point out that, in general, also the symmetries of the loop current patterns themselves are affected by the magnetic field. The generalization of Eq. (3.13) to \( B_2 \neq 0 \) reads as
\[ J^{O-O}_n(B_2) = t^2 t' \left[ f_b \cos(\phi) b_n - f_e \sin(\phi) e_n \right], \]
\[ J^{O-Cu}_n(B_2) = t^2 t' \left[ f_b \cos(\phi) (b_{n-1} - b_n) + f_e \sin(\phi) (e_n - e_{n-1}) \right]. \] (5.3)

Note that, despite the reduced symmetries of the current patterns, the currents are still intra-unit-cell loop currents in the sense that Eq. (3.14) is satisfied. While the pre-factor \( \cos(\phi) \) of \( b_n \) in Eq. (5.3) leads to a change in magnitude of the loop currents with magnetic flux \( \phi \), the terms proportional to \( \sin(\phi) \) and \( e_n \) describe the change in symmetry of the loop-current pattern. For example, the magnitude of the loop currents of the Cu-O bonds along the positive and negative \( x \) - and \( y \)-axis become different for pattern B when a magnetic field is applied; the symmetry changes for all loop current patterns are summarized in Table I. We finally note that pattern B is the only pattern where the application of a magnetic field \( B_2 \) leads to a current along a bond [the O-O bonds parallel to the diagonals \( x = y \), \( J^{O-O}_{2,4}(B_2) \neq 0 \)] that has to be zero for \( B_2 = 0 \) [\( J^{O-O}_{2,4}(0) = 0 \)].

VI. CONCLUSIONS

This paper has described the low-energy theories of various square-lattice spin liquid states which break some combinations of time-reversal and mirror reflection symmetries. We focused on the 4 distinct patterns shown in Table I, and constructed them with the two methods described in Section II: the SU(2)\(_{sg}\) gauge theory with bosonic spinons in Section III, and the SU(2)\(_{cg}\) gauge theory with fermionic spinons in Section IV. As two out of the four patterns in Table I only allow for finite orbital currents in the three-orbital model of the CuO\(_2\) planes, we have presented realizations in both the one-band and three-band models. In addition to the orbital currents themselves, we have also constructed further order parameters for all different patterns in terms of the degrees of freedom of the low-energy theories – both in the one- and in the three-band model. The scalar spin-chirality operators in Eq. (3.33) assume non-zero expectation values along the elementary Cu-O-O triangles in Fig. 1 with the relative sign determined by the magnetic point group of the respective pattern (see Sec. III C1). The simplest spin-chirality operators in the one-orbital model involve neighboring Cu atoms and are given in Eq. (3.35a). Finally, in Sec. V, we have discussed the behavior of the different patterns in the presence of a magnetic field. We have shown that the magnetic field in conjunction with the non-trivial magnetic point groups of the current patterns lead to unique deformations of the orbital overlap along the elementary Cu-O bonds, which we propose as a possible route towards distinguishing different loop-current patterns experimentally.

After obtaining these spin liquid states and discussing their properties, we can now ask about their possible relevance to the physics of the cuprates. A proposal for such applications is illustrated in Fig. 4, drawing upon insights from recent quantum Monte Carlo studies on some other, simpler, spin liquid states [42, 46]. We view the spin-liquid state as a “parent” pseudogap phase with topological order. Such a parent state can be described by Higgsing either the SU(2)\(_{sg}\) or SU(2)\(_{cg}\) gauge theories, and

![FIG. 4. Sketch of a proposed relationship of the phases of the cuprates to a “parent” pseudogap phase with topological order. This parent phase is presumed to reach confining states via deconfined critical points described by a SU(2) gauge theory. The SU(2)\(_{sg}\) and SU(2)\(_{cg}\) theories reach the phases found at lower and higher doping, respectively. Note that the confining phase has low energy spin (pseudospin) excitations when we transform to a rotating reference frame in pseudospin (spin) space.](image)
different choices for the Higgs fields lead to the symmetry breaking patterns in Table I. Now imagine that the gauge theory undergoes a Higgs-confinement transition across a deconfined critical point where the SU(2) gauge fields are deconfined. Then, as was found in Refs. [42, 46], and is illustrated in Fig. 4, the confining phase has low energy excitations (and possible broken symmetries) in the global symmetry which was not gauged. So a SU(2)$_{sg}$ gauge theory obtained by transforming to a rotating reference frame in spin space, yields a confining phase with low energy pseudospin excitations. Conversely, a SU(2)$_{cg}$ gauge theory obtained by transforming to a rotating reference frame in pseudospin space, yields a confining phase with low energy spin excitations. From Fig. 4, it is clear that moving from the pseudogap to the antiferromagnet at lower doping requires the SU(2)$_{sg}$ gauge theory in this scenario. On other hand, moving from the pseudogap to the superconductor or charge (or pair) density wave at larger doping requires the SU(2)$_{sg}$ gauge theory. In both cases, a reasonable scenario is that the time-reversal and mirror plane symmetry breaking patterns of the parent spin-liquid survive vestigially into the confining phase.

In our earlier work with others [7–9], we presented a physical motivation for the symmetry-breaking patterns A and B in Table I. This motivation arose from a SU(2)$_{sg}$ theory of the pseudogap, which can describe ordering transitions to antiferromagnetically ordered states by the condensation of bosonic spinons (such ordering transitions are distinct from the confinement transitions across deconfined critical points discussed above, and in Fig. 4). We therefore examined time-reversal symmetry breaking $Z_2$ spin liquid states proximate to the Néel ordered state, and found patterns A and B as the most likely candidates.

The approach described in Fig. 4 indicates an alternate route to selecting the symmetry breaking pattern, and this focuses attention on pattern D. In our analysis in this paper, we established that pattern D has the same pattern of time-reversal and mirror-plane symmetry breaking as the chiral spin liquid [15, 16]; and this pattern displays spontaneous orbital currents in the three-band model, but not in the 1-band model. By Fig. 4, we move towards antiferromagnetically ordered states by a SU(2)$_{cg}$ theory of the spin liquid. We begin with the $\pi$-flux SU(2)$_{cg}$ gauge theory of the insulator, which was described thoroughly in the recent work of Wang et al. [40], and reviewed in Section IV A. Wang et al. argued that such a theory describes the phase transition between a Néel state and a VBS. They also noted the possibility that this theory could lead to a stable chiral spin liquid state, as reviewed above in Eq. (4.13). Such a state is energetically favorable because the condensation of the field $\phi$ opens a gap in the spinon spectrum. A transition from this chiral spin liquid to a confining state would occur at a point where the mass term $s$, in Eq. (4.13), is tuned to criticality, and this can stabilize a deconfined critical point, as we discussed below Eq. (4.13). The confining phase on the other side of this critical point is expected to have Néel order. However, the symmetry breaking pattern D of the chiral spin liquid could naturally persist across this confinement transition to Néel order. In the context of the continuum field theory description in Eq. (4.13), we need formally irrelevant operators to preserve pattern D when the $\phi$ condensate disappears. So we have described a route to the confining Néel state co-existing with pattern D. This offers a rationale to obtaining pattern D as a vestigial remnant of a chiral spin liquid character of the pseudogap.
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Appendix A: Current and kinetic energy in the limit of small hybridization

In this appendix, we derive expressions for the currents and kinetic energies in the three-orbital model by treating the hopping matrix elements, \( t, t' \), as perturbations to the onsite energy scales \( H_1 \) and \( \Delta_j \). This is similar to the expansion in large Higgs fields of Ref. 7 and related to a \( t/U \) expansion in the Hubbard model. One can also illustrate the expansion geometrically: when the current and kinetic energy on a bond \( i-j \) is expressed in terms of the Higgs-fields \( H_j \) and the gauge connections \( U_{ij} \), invariance under SU(2) in geometry demands that every single contribution be of the form

\[
\text{Tr}(U_{ik_1}(H_{k_1} \cdot \sigma)^p U_{k_1k_2} \cdots (H_{k_n} \cdot \sigma)^p U_{k_nj}) \text{,} \tag{A1}
\]

where \( p_n = 0, 1 \) and \((H \cdot \sigma)^0 = \sigma_0 \) is understood. The expression (A1) can be seen as a Wilson loop of length \( l = n + 2 \) with \( p_1 + p_2 + \ldots + p_n \) additional Higgs-field insertions and the expansion presented in this appendix is an expansion in the length \( l \) of the loops. We will see that the first non-trivial contributions to the currents and kinetic energies show up at order \( l = 3 \) and the associated Wilson-look-like operators are \( b_n \) and \( c_n \) as defined in Eq. (3.12) of the main text.

To make the presentation compact, we will directly analyze the general case of finite magnetic field where the chargon Hamiltonian is given by Eq. (3.7) with minimal substitution,

\[
t_{ij} \rightarrow t_{ij} \exp \left( i \int_i^j dr \mathbf{A}(r) \right) \text{,} \tag{A2}
\]

where \( \mathbf{A}(r) \) denotes the magnetic vector potential.

At zeroth order in the perturbative expansion, the Green’s function \( G_{ij}(\tau) = -\left\langle T_{\tau} (\psi_i(\tau) \psi_j^\dagger(0)) \right\rangle \) of the chargon Hamiltonian, where \( T_{\tau} \) is the ordering operator in imaginary time \( \tau \), is purely local and reads

\[
G_{ij}^0(\omega_n) = \delta_{ij} \frac{i\omega_n - \Delta_j + \mu - H_j \cdot \sigma}{(i\omega_n - \Delta_j + \mu)^2 - H_j^2} \tag{A3}
\]

in Matsubara representation \( [\omega_n = (2n + 1)\pi T] \). The corrections to the Green’s function arising from finite hybridization and magnetic field, i.e., from terms in the chargon Hamiltonian \( H_\psi \) proportional to \( t_{ij} e^i \int dr \mathbf{A} =: \tilde{t}_{ij}(B) \), is taken into account order by order in the Dyson equation,

\[
G_{ij}(i\omega_n) = G_{ij}^0(i\omega_n) - G_{ij}^0(i\omega_n) \tilde{t}_{ij} U_{ij} G_{jj}^0(i\omega_n) + \sum_k G_{ik}^0(i\omega_n) \tilde{t}_{ik} U_{ik} G_{kk}^0(i\omega_n) \tilde{t}_{kj} U_{kj} G_{jj}^0(i\omega_n) \ldots . \tag{A4}
\]

In order to calculate both the kinetic energies \( K_{ij} \), Eq. (5.1), as well as the currents \( J_{ij} \), Eq. (3.8), simultaneously, let us first investigate the complex expectation values

\[
T_{ij} = \tilde{t}_{ij} \langle \psi_i^\dagger U_{ij} \psi_j \rangle \, , \quad i \neq j \tag{A5}
\]

which are invariant under both emergent and electromagnetic gauge transformations. \( T_{ij} \) in Eq. (A5) is related to the quantities of interest via \( K_{ij} = -2 \text{Re} T_{ij} \) and \( J_{ij} = 2 \text{Im} T_{ij} \) and given by

\[
T_{ij} = T \sum_{\omega_n} \tilde{t}_{ij} \text{Tr}(U_{ij} G_{ji}(i\omega_n)) e^{i\omega_n 0^+} \tag{A6}
\]

in terms of the Matsubara Green’s function defined above. Inserting the expansion (A4), we obtain \( T_{ij} \) as a power series in \( t, t' \) the leading non-trivial term of which we will calculate in the following. Clearly, the zeroth order term in Eq. (A4) does not give rise to a contribution to \( T_{ij} \) as \( G^0 \) is entirely local. Also the second order term is not of interest to us for the following reasons: First, \( \tilde{t}_{ij} \) only appears in the combination \( \tilde{t}_{ij} \tilde{t}_{jj} = \tilde{t}_{jj}^2 \) such that there is no dependence on the magnetic field in this order and, second, \( \sum_{\omega_n} \text{Tr}(U_{ij} G_{ij}^0 U_{ij} G_{ij}^0) \) is readily seen to be real implying no contribution to the current. The leading relevant contribution turns out to be the second order term in Eq. (A4) corresponding to loops of length \( l = 3 \).

Upon noting that the three-orbital model, introduced in Sec. III A of the main text, only allows for loops along the elementary Cu-O-O triangles (four of which are shown in Fig. 1), it can be written as \( T_{ij}^{(2)} = t^2 t' \sum_k \Delta_{ijk} \), where the sum involves the site/sites \( k \) that is/are connected to both \( i \) and \( j \) via hopping \( t \) or \( t' \) and

\[
\Delta_{ijk} = e^{i\phi_{ijk}} \prod \frac{d\omega}{2\pi} \text{Tr} \left( G_{ij}^0(i\omega) U_{ij} G_{jj}^0(i\omega) U_{jk} G_{kk}^0(i\omega) U_{ki} \right) . \tag{A7}
\]

Here \( \phi_{ijk} \) is the flux (in units of the flux quantum) through the Cu-O-O triangle \( i \rightarrow j \rightarrow k \rightarrow i \) and the temperature has been set to zero for simplicity. As \( \Delta_{ijk} \) is invariant under cyclic permutation of the indices, we can, without loss of generality, assume that \( i \) is on a Cu atom while \( j \) and \( k \) are O sites and obtain all other combinations by permutation of the indices. Using the explicit form (A3) of the zeroth order Green’s function, one finds after integration over frequency

\[
\Delta_{ijk} = \frac{e^{i\phi_{ijk}}}{2} \left( f_c (|H_i|, \Delta, \mu) e_{ijk} - i f_b (|H_i|, \Delta, \mu) b_{ijk} \right) , \tag{A8}
\]

where

\[
e_{ijk} = \text{Tr} (U_{ij} U_{jk} U_{ki}) \, , \quad b_{ijk} = \text{Re} (H_i \cdot \sigma U_{ij} U_{jk} U_{ki}) . \tag{A9}
\]

As anticipated, \( e_{ijk} \) and \( b_{ijk} \) are special cases of Eq. (A1) with zero and one Higgs insertion and trivially related to \( e_n \) and \( b_n \) introduced in Eq. (3.12). The functional form of the prefactors \( f_b \) and \( f_c \) is given by

\[
f_b (H, \Delta, \mu) = \begin{cases} \frac{1}{H(H + \Delta + \mu)} & H > |\mu|, \\ -\frac{4\Delta \mu}{(\Delta^2 - H^2)^2} \theta(-s \Delta \mu) & H < |\mu|, \end{cases} \tag{A10}
\]
respectively, where $s_{\Delta\mu} = \text{sign} (\mu + \Delta)$ and $\theta$ denotes the Heaviside step function. From Eq. (A8) we immediately find $T^{2(2)}$ and, by taking its real and imaginary parts, the expressions (3.13), (5.2), and (5.3) of the main text.

Appendix B: Possible ansätze with $U_{ij} = 1$

In this appendix, we will prove that neither the three-orbital, Eq. (3.7), nor the one-orbital chargon model, Eq. (3.18), allows for an ansatz with $U_{ij} = 1$ on all bonds and the symmetries of pattern C and D.

Due to $U_{ij} = 1$, all gauge transformations $G_g(j)$ accompanying a physical symmetry transformation $g$ must be global, $G_g(j) = G_g$. Denoting the (adjoint) representation of $G_g$ on the Higgs field $H_j$ by $R_g \in \text{SO}(3)$, invariance under translation, $g = T_\mu$, along $\mu = x$ and $\mu = y$, allows to write

$$H_j = (R_{T_x})^j \cdot (R_{T_y})^j \cdot H_{(0,0)},$$

Eq. (B1) then becomes

$$H_j = (H_0 \cos(Qr_j), H_0 \sin(Qr_j), \epsilon)^T,$$

which has the form of a conical spiral. As discussed in Sec. III A 3 of the main text and in Ref. 8, it allows to describe pattern A and B.

In order to represent the symmetries of C and D, the ansatz has to preserve $C_2$. Due to $H_{j - j} = \text{diag}(1, -1, 1)H_j$ in Eq. (B2), this requires that at least one of the three components of $H_j$ be zero for all $j$, i.e., either $\epsilon = 0$ (planar spiral), $H_0 = 0$ (ferromagnetic ansatz), or $\sin(Qr_j) = 0$ ($Q_{\mu} \in \pi \mathbb{Z}$, corresponding to ferro- or antiferromagnetic ansatz). However, if $H_j$ is co-planar, time-reversal will automatically be preserved as $H_j \rightarrow -H_j$ can be compensated by a global $\pi$ rotation perpendicular to the plane of $H_j$, and the symmetries of pattern C and D cannot be represented.

It is finally left to show that the same holds for option (ii). Without loss of generality, we can assume that $R_{T_x}$ and $R_{T_y}$ are $\pi$ rotations along the $e_x$ and $e_y$ direction, respectively. The Higgs field in Eq. (B1) then assumes the form

$$H_j = (\pm 1)^j H_{x_j}, (\pm 1)^j H_{y_j}, (\pm 1)^j H_{z_j})^T.$$

While this Higgs-field texture will automatically preserve $C_2$ and will break time-reversal symmetry (as long as $H_x, H_y, H_z \neq 0$), it cannot yield the correct symmetries since it will necessarily break both $C_4$ and $\Theta C_4$: Under $C_4$, the Higgs field in Eq. (B3) transforms as $H_j \rightarrow \text{diag}((-1)^j H_{x_j}, (-1)^j H_{y_j}, (-1)^j H_{z_j})$, which cannot be compensated by a global gauge transformation.

The same holds for $\Theta C_4$. Taken together, it is not possible to realize the symmetries of pattern C and D if $U_{ij} = 1$.

Appendix C: Further quartic Higgs terms

In this section of the appendix, we show that there are no U(1) symmetric or charge–4 quartic terms with two or fewer derivatives that, combined with the quadratic $CF^4$ action $S + \int d^4x \, dt \, L_{PQ}$ defined in Eqs. (3.38) and (3.39), can give rise to the symmetries of the current pattern C or D.

We begin with U(1) symmetric terms. Spin-rotation symmetry allows for the two different forms

$$\begin{align*}
(z^\alpha_\mu z_\alpha)(z^\beta_\mu z_\beta), & \quad (C1a) \\
(z^\alpha_\mu \sigma_{\alpha\beta} \partial^\mu z_\alpha)(z^\beta_\mu \sigma_{\beta\gamma} \partial^\mu z_\beta), & \quad (C1b)
\end{align*}$$

Clearly, we need an even number of spatial derivatives to preserve two-fold rotation symmetry. Without any spatial derivatives, we cannot describe the broken reflection symmetries of the loop current patterns and, hence, the minimal number of spatial derivatives is two. Also condensing $P$ does not break time-reversal symmetry since the terms in Eq. (C1) are U(1) symmetric. Consequently, more than two derivatives are required to obtain the symmetries of pattern C or D with U(1) symmetric quartic terms.

We next consider charge-4 four-boson interactions with at most two derivatives. Again, due to spin-rotation symmetry, there are in principle two types of terms,

$$\begin{align*}
(\varepsilon_{\alpha\alpha'} z_\alpha \partial^\mu z_{\alpha'}) (\varepsilon_{\beta\beta'} z_\beta \partial^\mu z_{\beta'}), & \quad (C2a) \\
(\varepsilon_{\alpha\alpha'} \sigma_{\alpha'\beta'} z_\alpha \partial^\mu z_{\alpha'}) (\varepsilon_{\beta\beta'} \sigma_{\beta'\gamma'} z_\beta \partial^\mu z_{\beta'}), & \quad (C2b)
\end{align*}$$

Here we have already used that

$$\begin{align*}
(\varepsilon_{\alpha\alpha'} \sigma_{\alpha'\beta'} z_\alpha \partial^\mu z_{\alpha'}) (\varepsilon_{\beta\beta'} \sigma_{\beta'\gamma'} z_\beta \partial^\mu z_{\beta'}) = 0.
\end{align*}$$

The number of options is further reduced by noting that the two terms in Eq. (C2) are actually equivalent.

For the same reason as in Sec. III C 3 of the main text, we need two spatial derivatives in order to be consistent with rotational symmetry $C_4$ (or $\Theta C_4$) and translational invariance while being capable of breaking reflection symmetries at the same time. We are thus left with the single term

$$\begin{align*}
(\varepsilon_{\alpha\alpha'} z_\alpha \partial^\mu z_{\alpha'}) (\varepsilon_{\beta\beta'} z_\beta \partial^\mu z_{\beta'}).
\end{align*}$$
Condensing $P$ to break time-reversal symmetry does not leave any combination of $\Theta$ and rotations or reflections as residual symmetries and, therefore, cannot give rise to the magnetic point symmetries of pattern $C$ and $D$.

The only remaining possibility is to condense another time-reversal-odd charge-4 Higgs field. However, there is no finite charge-4 term with a single derivative (since $\varepsilon_{\beta\gamma}z_\beta z_\gamma = 0$) and, as already discussed above, adding a spatial derivative, i.e., $\mu = x, \mu' = y$ in Eq. (C2), will either break the rotation symmetries $C_4$ and $\Theta C_4$ or translational invariance.

Appendix D: O(3) non-linear sigma model

In this appendix, we derive the representation of the order parameter for pattern $D$ in the semi-classical O(3) non-linear sigma-model description of quantum-fluctuating antiferromagnetism. In this approach, the spin $\vec{S}_i$ is expressed in terms of the local Néel order parameter, $n_i(x, t)$, obeying $n^2 = 1$, and the canonically conjugate uniform magnetization density $L(x, t)$, with $\boldsymbol{n} \cdot \boldsymbol{L} = 0$, according to [39]

$$\vec{S}_i = S(-1)^{i_x+i_y} n_i \sqrt{1 - L_i^2/S^2} \vec{L}_i,$$

where $\boldsymbol{n}_i = \boldsymbol{n}(i_x e_x + i_y e_y, t)$ and analogously for $\boldsymbol{L}_i$. Furthermore, the theory has been formally extended to a system of spin-$S$ particles to allow for a systematic semi-classical expansion.

We insert Eq. (D1) into $\vec{O}_D^S$ defined in Eq. (3.35) and expand to leading non-trivial order in gradients and powers of $\boldsymbol{L}$. Due to the alternating term $(-1)^{i_x+i_y}$ in Eq. (D1), only terms with odd powers of $\boldsymbol{L}$ can contribute in the continuum limit. We note that, contrary to naive expectations and very similar to our discussion of the $\mathbb{CP}^1$ description in Sec. III.C3, there is no contribution with two gradients and one $\boldsymbol{L}$: the only term compatible with reflection and rotation symmetries is $\left(\partial_x \boldsymbol{L} \times \partial_y \boldsymbol{L}\right)$, which, however, vanishes identically ($\boldsymbol{L}$ and $\partial_x \boldsymbol{n}$ are perpendicular to $\boldsymbol{n}$ and, hence, co-planar).

We note in passing that this is different for pattern $C$ since $\boldsymbol{L} \cdot (\boldsymbol{n} \times (\partial_x^2 - \partial_y^2) \boldsymbol{n})$ is not identically zero and has the same magnetic point symmetries as pattern $C$.

The leading non-trivial contribution to $\vec{O}_D^S$, thus, starts at higher order and reads as

$$\vec{O}_D^S \sim 2S^2 \int d^2x dt \left[ L \cdot \left( \frac{1}{3} \left( \langle \partial_y^3 n \rangle \times (\partial_x n) - (\partial_x^3 n) \times (\partial_y n) \right) + \langle \partial_x \partial_y^2 n \rangle \times (\partial_x n) - (\partial_x^2 \partial_y n) \times (\partial_y n) \right)
+ \langle \partial_x \partial_y n \rangle \times (\partial_x^2 - \partial_y^2) n
+ \frac{2}{S} \langle \partial_x L \rangle \times (\partial_y L) \right].$$

(D2)

Recalling that $\boldsymbol{L}$ transforms as $\boldsymbol{n} \times \partial_t \boldsymbol{n}$, these terms have very similar structure to the order parameters of the $\mathbb{CP}^1$ theory discussed in Sec. III.C3. To be more explicit, consider the second line of Eq. (D2) which becomes

$$(\boldsymbol{n} \cdot \partial_x^3 \boldsymbol{n}) \left[ (\partial_x \boldsymbol{n}) \cdot (\partial_y \boldsymbol{n}) \right] - (x \leftrightarrow y)$$

(D3)

after replacing $\boldsymbol{L}$ by $\boldsymbol{n} \times \partial_t \boldsymbol{n}$. Using $\boldsymbol{n} = z^i \sigma_z$, Eq. (D3) contains terms proportional to the terms involving $X^x y$ and $X^y x$ in the expression of $\vec{O}_D^{\mathbb{CP}^1}$ in Eq. (3.49) which is readily seen by noting

$$\langle \partial_x \boldsymbol{n} \rangle \cdot (\partial_y \boldsymbol{n}) = 2(\varepsilon_{\alpha\beta\gamma} z_\alpha \partial_\beta z_\gamma) \left( \varepsilon_{\beta\gamma} z_\beta \partial_\alpha z_\gamma + \text{H.c.} \right),$$

$$\langle \boldsymbol{n} \cdot \partial_y^3 \boldsymbol{n} \rangle = 2 z_\alpha \partial_y^3 z_\alpha + 6(z_\alpha^* \partial_y^2 z_\alpha) (\partial_z^* z_\alpha) z_\alpha + \text{H.c.}.$$  

(D4)

In summary, we have explicitly connected the order parameter $\vec{O}_D^S$ in Eq. (3.35), expressed in terms of physical spin operators, to the order parameter $\vec{O}_D^{\mathbb{CP}^1}$ expressed in terms of charge-2 Higgs fields of the $\mathbb{CP}^1$ theory. Furthermore, the non-linear sigma model analysis has provided a more transparent reason for why the $\mathbb{CP}^1$ description of pattern $D$ involves five (instead of three as is the case for pattern $C$) derivatives.


